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About the Researcher

» Chief Researcher at the Technology
Innovation Institute

* |EEE, EURASIP and WWRF Fellow
» Citations: 47000+, h-index: 99
* More than 20 Best papers Awards

» |EEE Signal Processing Society
Distinguished Industry Speaker (2021-
2022)

* Field of Research: 6G and and Al
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Foundation Models

A paradigm shift in machine learning Many Use cases beyond NLP

# Extreme-scale is changing everything, everywhere:

. . —
Broad, high-quality data creation/curat

l extreme-scale training [= Computer vision

Foundation Model

Aadaptation

Varied end-task applications

0On the opportunities and risks of foundation models,

Bommasani et al.

\‘ )

{o~)
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Extreme-scale models for NLP

Go big to boost the performance
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Over the last four years, the size of state-of-the-art
language models has doubled every 3-4 months

mmm Model Size
] —— Data Size

Model Size (M)

GPT (2018)  BERT (2018) GPT-2(2019)

RoBERTa (2019)
Model (Year)

T5 (2019) GPT-3 (2020) Switch (2021)

Extra-scale language models are greedy in data

Data Size (GB)

Model Size (# Parameters) Training Tokens
LaMDA (Thoppilan et al., 2022) 137 Billion 168 Billion
GPT-3 (Brown et al., 2020) 175 Billion 300 Billion
Jurassic (Lieber et al., 2021) 178 Billion 300 Billion
Gopher (Rae et al., 2021) 280 Billion 300 Billion
MT-NLG 530B (Smith et al., 2022) 530 Billion 270 Billion

Most models are trained for approximately 300 billion tokens

Performance depends strongly on scale, weakly on model shape

TII — Technology Innovation Institute Al Cross Unit Research Center



Extreme-scale Language models

Scaling laws

Kaplan et al. : Language modeling performance improves smoothly as we increase the model size, the dataset size, and the amount of
compute used for training. For optimal performance, all three factors must be scaled up in tandem. Empirical performance has a power-law
relationship with each individual factor when not bottlenecked by the other two.
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Trends in model scaling
New Paper of DeepMind revisited Kaplan et al.

Current large lanquage models are significantly undertrained, a
consequence of the recent focus on scaling lanquage models whilst
keeping the amount of training data constant.

Under a compute budget constraint, one should determine the
corresponding number of parameters and tokens to achieve the
best possible loss.

Training Compute-Optimal Large Language Models

Jordan Hoffmann*, Sebastian Borgeaud*, Arthur Mensch*, Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katie Millican, George van den Driessche, Bogdan Damoc, Aurelia Guy, Simon Osindero, Karen Simonyan,
Erich Elsen, Jack W. Rae, Oriol Vinyals and Laurent Sifre*

*Equal contributions

‘We investigate the optimal model size and number of tokens for training a transformer language model
under a given compute budget. We find that current large language models are significantly under-
trained, a consequence of the recent focus on scaling language models whilst keeping the amount of
training data constant. By training over 400 language models ranging from 70 million to over 16 billion
parameters on 5 to 500 billion tokens, we find that for compute-optimal training, the model size and
the number of training tokens should be scaled equally: for every doubling of model size the number
of training tokens should also be doubled. We test this hypothesis by training a predicted compute-
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Exemple. Chinchillauses the same compute budget as Gopher (280B) but with 70B parameters and 4x more data. It uniformly and significantly outperforms
Gopher (280B), GPT-3 (175B), Jurassic-1 (178B), and Megatron-Turing NLG (530B) on a large range of downstream evaluation tasks.
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NLP in the past

Statistical NLP

Bag of words

\d

man M0 gl shower
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\\ T Father "y e '\-\._MH
it kirg Quagrn oy " e
-

it 6 r [ = slowest

1 5 dog mather o
Ilove this movie! Its sweet, et the 4 % rats * daughter Fa———
but with satirical humor. The 3 aways to to 3 %
dialogue is great and the and whimsical and 2 dogs Frange .
adventure scenes are fun... seen [ 5 et
It manages to be whimsical vet 1 _,-'f » England g -
and romartic while laughing woud 1 ; ¥ ha _f,-"‘a fastost
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v aogene 1wods DY [ s S " .
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Most of natural language processing systems were based on simple statistical rules or non-complex Machine learning algorithms.
The capabilities of these systems were limited to few tasks.
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NLP in the past

Before 2017

Seq-to-Seq modeling

ENCODER DECODER R N N ) LS‘T M

E
| am good ’ t

<GO> L,
( Embedding ) ~ i -
T T T T ] I, .
how are you ?
fime step 1 2 3 4 5 b 7

l’ * Attention to the rescue

Emergence of new tasks with these new architectures : * Cannot learn Long dependenCIes

- Translation * Fails in Long sentences
- Summarization

- Text completion * Recurrent
_ * Sequential
* Parallelization : not parallelizable

TIl — Technology Innovation Institute Al Cross Unit Research Center 10



NLP today

Attention Is All You Need, 2017

Google Brain, Google Research, and University of Toronto

Attention Is All You Need

Scaled Dot-Product Attention

Noam Shazeer™
Google Brain
0 e

Niki Parmar® Jukob Uszkoreit”
Google Research  Google Research

Aldan N. Gomez" '
University of Toronto
aidanécs. toronto. edu

Llion Jones*
Google Research
11ion8google.com

Lukasz Kalser"
Google Brain
lukaszkaiserdgoogle. com

Tilia Polosukhin® ¢
i1lia.polosukhinggaail .com

Abstract

T

e sho he Transformer generalizes well to I ‘Vr
other tasks by applying it successfully to English constituency parsing both with b
large and limited training data

Introduction

|s that
all you need ?
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Attention(Q, K, V') = softmax(

Attention mechanism

Multi-Head Attention

Scaled Dot-Product

Attention f
L 1 L
Linear Linear Linear
v K 0
T

-

Parallelizable

Transformers

Output
Probabilities

Softmax

Add & Norm

Multi-Head
Attention
N
Nix | Add & Norm
Masked
Multi-Head Multi-Head
Attention Attention
\ J A —'
Positional o) @ Positional
Encoding Encoding
Input Qutput
Embedding Embedding
Inputs Ouipuis
(shifted nght)
11
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Natural Language Processing: the Age of Transformers

Attention mechanisms revolutionized the way we do NLP

SOTA NLP models today are composed of a set of stacked multi-head attentions (transformers) : Examples of transformers-based
Encoder-based, Decoder-based or Encoder-Decoder models. language models :

encoder-decoder autoregressive LM prefix LM  BERT
eg. T5 e.g. GPT e.g. BERT * ROBERTA
- oS * GPT-2
« T5
* GPT-3
* PagNol
* Megatron-Turing NLG
* Noor

! am an Decoder-only Encoder-only

<4 Light®n

We bring Light to Al
NVIDIA.

* Self-supervised models : MLM, next word prediction, sentences order ... @OpenAI
* Parallelizable with teacher forcing

Technology
TI I Innovation
Institute

TIl — Technology Innovation Institute Al Cross Unit Research Center 12
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Focus on Decoder-only architectures ( E.g. GPT models)

Predicting the next token

tokenizer embedding

[[034, .., 0.333],
My nameis —{i}— [633,12030,23] —f— [0.384, .., 0.012],

[0.003, ..., 0.720]]

tokens: 8
. . embeddings:
words integer from 0 to vocab_size
seq_len x d_model
seq_len

x N Stacked multi-head attentions

TII — Technology Innovation Institute Al Cross Unit Research Center

Transformer

[[0.232, ..., 0.144],
[0.334, ..., 0.001],
[0.032, ..., 0.059],
[0.982, ..., 0.435]]

Embeddings:
(seq_len + 1) x d_model

predicting the next word

embedding + softmax

[0.01,0.33, ..., 012, 0.00]

[46043]

" greedy/deterministic
sampling | e«
nucleus
—
> GPT » f| 'p

predicted word  start again!

GPT

f

My name is

13



Large and deep attention-based neural architectures

Parallelism in the scope

» Data Parallelism : Partition Mini-batches over multiple workers with copies of the networks

inter-worker
communications i i
) Simpleto implement and to scale

- L I

* Pipeline Parallelism : Horizontal parallelization over the layers

worker #1 worker #2

worker #1

worker #2

—

* Tensor Parallelism : Parallelism at the layer level

worker #1

—

Requires Algebraic operations at the layer level

-

worker #2

TIl — Technology Innovation Institute Al Cross Unit Research Center
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LLM : Multi-task models

At scale, unique capabilities arise few-shot learning

Power of extra-scale language models, No need to fine-tuning: Larger models can deal with unseen tasks on-the-fly

Language Models are Few-Shot Learners, Brown et al

Few-shot
dataset of prompts In addition to the task description, the model sees a few

{*Bad":0, “Good":1}

l examples of the task. No gradient updates are performed.
Bad is negative. pre-trained model [ —_t o generalist model Translate English to French: task description
Good is positive. sea otter => loutre de mer examples
fine-tuning B
Great is ? peppermint => menthe poivrée

plush girafe => girafe peluche

. . .. cheese => t
- Zero-shot : No example is provided, a description of the task only promp
- One-shot : One example is provided

- Few-shot : >1 examples are provided

Tl - Technology Innovation Institute Al Cross Unit Research Center 15
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Noor Model

Largest language model for Arabic in the world

The Noor project expands upon the existing Arabic models,
introducing 1.3B, 2.7B, 6.7B and 13B models. Therefore, Noor-13B is
the largest NLP model for Arabic in the world.

SOTA Arabic models Similar architecture to GPT-3

* AraBERT B

- hULMonA | 5. Y YT W

* ARAGPT-2: 1.47B parameters mmg (% 3‘ i‘ ;g‘ § ’ !

W
g) (&) 8) |8 g

* Noor is trained in self-supervision fashion to predict the next token
» Diversified sources of text: News, Government, Poetry, Crawl

* One epoch for training

A Arabic is encoded in two bytes

TIl — Technology Innovation Institute Al Cross Unit Research Center

Technology
TI I Innovation
Institute

noor

Light®n

We bring Light to Al

Source of data Quality Number of tokens [GTokens] Duplication Total tokens
Common Crawl Low 44 | +4
C4 Low 19 | 19
ArabWebl6 low 7 | 7
OpenSubtitles Medium 0.2 2 0.4
Wikipedia High 0.3 3 1.2
News High 5 2 10
Books High 0.1 4 0.4
Pretraining datasets High 0.6 2 1.2
Total 76 83

17



Noor Model

Processing the data

* Removing the diacritics

+ Replacing some characters: 11)1 by |

» CCNet: Extracting High Quality Monolingual Datasets from Web Crawl Data

EN
_____ B @

[ f--- EBS /]
<] - me |

f

/
|

I

Tl B @ /\ -
oo B @ o
ﬁ.ﬁ_ﬁ w0 *

G
®
E

Common Craw| Snapshot

TIl — Technology Innovation Institute Al Cross Unit Research Center

Deduplication : Removing the duplicates at the paragraph/text
level

Language Identification : Identify the language of the text for
every document

LM filtering : Classify every text according to its perplexity score

into head( high quality), middle, and tail( low quality )

18


https://arxiv.org/abs/1911.00359

NO Or MO d eI The nurse performed an echoscopy

Tokenization

* Three candidates :
+ BPE at Byte level: Retained
» BPE with sentencePiece

» Morphological tokenizer: Inefficient in Inference ( not adapted to
production tasks )

¢

*,

*,

['the', 'nurse', ‘performed’, 'an’, 'echo’, ##sco', ‘##py']

¢

.0

Perfect coverage rate with a good compression factor

* Vocabulary size : 50257 tokens

Embedding dim : 12888

/ / (12888)
the | nurse |perfcrmedl an Iecho I ##sco} ##py

e .. (2048)

Max tokens : 2048

noor

Data Processed. | Byte BPE
pipeline tokenizer

Embedding —

Training Pipeline

TIl — Technology Innovation Institute Al Cross Unit Research Center 19



Noor Model

Training

4 N

1.6M Batch size
13B parameters

Multi-head attention
layers

HPC of 160 A100

Cross Entropy loss
Learning rate with a cosine schedule

noor

TIl — Technology Innovation Institute Al Cross Unit Center

train_loss
tag: train_loss
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Noor Model
Inference

Noor Model can fit in the memory of an A100 GPU for inference
* Multi-task model : Prompts + Few-shot

Sentiment Analysis Question/Answering

Generate a text from a title

prompts_few_shot = """

Ll 25 seall 4

gl
-

lan Sltea Lasy Cueig¥

1792 Je

) e e e

- . PR P U & A
Jdo5aslaa oo slaall il % ?

I ahew Lol 4 € 5 %

0 Ve |
e el aboall s 3 % =l
sogstl sl s ddian

Sas Tam pe Ludas A8 e ea Le op e
22 ok
[R) Gt A leliiell e Le p M
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Al and Environment

The major progress in Al has been done
through deep learning

- The demand for computefor deep
learning is increasing exponentially

- Is deep learning a brute force technic ?

TIl — Technology Innovation Institute Al Cross Unit Research Center 23



Energy consumption of extra-scale models and their CO2 footprint

Factors

Improving Data Center Efficiency

The model size and the size of
the dataset:

Given the model size and the data

size, we can determine the number

of FLOP required to train the
model.

During serving, the model size
determines the number of FLOP
per forward pass.

TIl — Technology Innovation Institute Al Cross Unit Research Center

The hardware characteristics:

The number of FLOPs the
hardware can perform, and its
nominal power ( for instance
A100 # V100)

The efficiency of the datacenter:

Energy required to cool down the
datacenter and other needs

PUE : Power Usage Effectiveness
allows to measure the energetic
efficiency of the datacenter

The energy supply mix :

Energy sources powering the
datacenter

May depend on the region of the
installation

CO2 emission per kWh of energy
consumption

24



Energy consumption of extra-scale models and their CO2 footprint

Sources
ts ‘ O Emm ™ AY e . == ] " ~ Other Expenses :
& < ‘ — e & ?C")_ QQ v [E r:.‘ . l' """" . ol
N o " ov...| o= i F 4 "
. STAND Back /I I R Y HREEE B =
IM RUNNING 4 = 4] \ - . 2
E . MACHINE LEARNING == 1
P : N EXPERIMENTS »/./,/
& ?
Prédiction
Storage and Transfer costs Experimentations Training Inference Other expenses
+ Datais stored on servers: » Data curation and processing < Training of the final + Serving of the model * Personal laptops
Average Peak Power per TB versions of the model
11.3W/TB * Research and development * How many tokens are * International
for data validation, generated by the collaboration
+ Transferring data between tokenization and model ? _ _
nodes requires energy as well hyperparameters’ finetuning + Emails and Video chat
: average of 6.38 kWh/TB
transferred. » Travels and commutes

TIl — Technology Innovation Institute Al Cross Unit Research Center 25



Storage and Transfer costs

Storage Transfer :
- Data
* We used the services of Amazon S3 * to store our + In average, 6.38 kWh per TB transferred - g
data Amazon S3 v %
* Power per TB : 11.3W (PUE of 1.6 and a redundancy factor
of 2 for backup) Data TB Transfer Transfer coeff
« Assumption : Data is stored for 6 months; the duration of the cc 210 ~ Downloaded on thgnir:pmcess'”g server X1
project
Processed Moved once to our archival machines and
. - . CcC 25 another time to the HPC used for training x2
» The serveris located in Bahrein : 1,2 kgCO2/kWh
Curated 2 downloaded once, moved to the archival 3
Data Storage in TB WCO(nkSVtIIE;ption CO2e (Kg) data machines, and then moved to the HPC
Once moved from the HPC to the archival
Curated 2 99 118 Model 5.7 machine and once to the inference x2
25 TB for 6 months servers
Bulk 210 TB for 1 day 1300 1544
Model 5.7 300 356

+ 1.8 MWh of energy consumed in Transfer

+ 1.7 MWh of energy consumed in Storage
+ 2.1tons of CO2e

+ 2tons of CO2e

Tl — Technology Innovation Institute Al Cross Unit Research Center 26



Data processing

* We process text data with CCNet

* CCNet is a pipeline in charge of deduplication, language identification, and
language filtering

* We use a CPU cluster of 768 cores, split to 16 nodes ( Google Cloud Plarform)
* The clusteris based in Netherlands : 410 gCO2e/kWh

+ We estimate the average power consumption of each node to be about 350W
=>» The power of the cluster : 5.6 kW

* 21 dumps of CC + curated data

+ 381 wall-clock hours

« PUEOf1.1

+ 2.35 MWh of energy consumed in Data processing

* 0.96tons of CO2

TIl — Technology Innovation Institute Al Cross Unit Research Center

Common Crawl Snapshot
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Experimentations
Research & Development

» 2 Tokenizer candidates : We train two small models of 350M
parameters

* Tuning the hyperparameters
» Establish scaling laws
* We used Meluxina super-computer for R&D experiments

* The HPC is located in Luxembourg ( PUE = 1.35 and 60g of CO2e
per kWh)

* Each node of Meluxina is made of 4 A100 SXM 40GB with a TDP of
400W, and two AMD EPYC 7763 CPUs with a TDP of 280W

* We estimate the total compute spent in this phase to be 16,800
A100-hours

+ 10.7 MWh of energy consumed
* 0.65tons of CO2

TIl — Technology Innovation Institute Al Cross Unit Research Center

Cross-Validation Accuracy Varying Hyperparameters

)\.(‘l‘.'- Ul

n_estimators: 617.0

151.0 500.0 850.0 1200.0

Cross-Valldation Accura

0.936

0.934

0.932

0.93

0.928

0.926

0.924

0.922
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Training
+ Training compute requirement in FLOP : C = 6xNxD ( N : number of
tokens, D number of parameters )

» Using the previous formula, we can approximate the training budget,
energy consumption and eCO2.

» Effective observed throughput : 100 TFLOPs per GPU

* Noor-HPC : 20 nodes, each contains 8 A100 80GB and 2 AMD
EPYC 7763 CPUs

* PUE : 1.5 and 600 gCO2e per kWh

Table I: Training compute budget and energy used for training the Noor models. Assuming a pretraining
dataset of 150B tokens and a throughput of 100 TFLOPs per A100.

Model Budget [PF-days] Budget [A100-hours] HPC Consumption [MWh] Footprint [1CO2e]

1.3B 13.5 3300 MeluXina 2.1 0.13
2.7B 28.1 6800 Noor-HPC 4.8 29
6.7B 69.8 17000 Noor-HPC 11.8 7.1

13B 135 33000 Noor-HPC 22.9 13.8

TIl — Technology Innovation Institute Al Cross Unit Research Center
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Inference
A prospective estimate of Inference cost under strong assumptions
* An A100 GPU is enough to hold Noor model of 13B parameters

* Two assumptions:

" Inference time per generated token is constant (~50ms), whichever
the number of processed tokens (up to 512 processed tokens
roughly)

] Batch size is 1

- An A100 can generate up to 72000 tokens per hour
e 400W for the A100, 70W for the CPU, and PUE = 1,1
- 26 Joules of W consumption per generated token

- 3 billion tokens would have to be generated for inference costs to catch up
with training costs

» Assume the world average emission per kWh (475 gCO2e/kWh)
- 300.000 tokens generated per Kg of CO2e

TIl — Technology Innovation Institute Al Cross Unit Research Center

OpenAl reported to generate 4.5 billion words per
day with GPT-3

Assuming the same number of generated tokens
for Noor :

30 tons of CO2e per day for serving
30



Additional costs

In addition to the development costs, other factors contribute the
energetic and environmental bills of Noor :

» Personal Laptops, emails and video-conferences: ~ 1 MWh (rough
estimate)

-2 0.42tCO2e

* International cooperation: 3 round-trip flights of four scientists
between Paris and Abu Dhabi.

- 6.41CO2e

TIl — Technology Innovation Institute Al Cross Unit Research Center

31



Summary

Total Energy consumption and CO2 footprint (excluding inference)

* Total 59.14 MWh of energy consumption of which 70%
went for training

» Total 36.5t of CO2 emission, 65% went for training and 18%
for international flights

Main findings :

» Despite being substantial, the energetic and
environmental bills are not only about the final trained
model

* Inference can overtake easily the training cost (in one
or few days of intensive serving)

* The breakdown of CO2 footprint is highly dependent
on the localization of the workloads and the local
carbon intensity of the electricity mix

* Some exogenous factors to development, such as
international flights, can have a substantial carbon
footprint

TIl — Technology Innovation Institute Al Cross Unit Research Center

ENERGY CONSUMPTION IN MWH

training R&D Storage Other costs

Other costs
2%
Storage
6%
R&D
22%

training
70%

CO2 EMISSION IN TONS

Training Flights Storage R&D
Others,
A%
R&D
Storage 4%~
12%
Flights
18%
Training
65%

Others
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Best practices and recommendations

Modeling & Engineering

« Efficient architecture:

= Mixture of Expert MoE : Splits the fully-connected layers of a transformer into distinct experts. This can bring significant energy
saving since experts are only sparsely activated

= Consider Sparsity in the network

= Think of an optimal trade-off : data size — model size given a fixed compute budget ( The new Paper of DeepMind that revisited Kaplan
etal. ) > Small models are less demanding to infer

+ Efficient inference:
= Quantization: reduces numerical precision at inference time and accelerates serving
= Distillation: Training a smaller model from the outputs of a larger one

+ Efficient implementation :
= Achieve the best throughput possible per GPU

» Think of new ways of doing Machine Learning : No major discovery in the last years except increasing the size of neural networks

Tl — Technology Innovation Institute Al Cross Unit Research Center 33



Best practices and recommendations

Hardware

» Data Center choice
Prioritize datacenters with high efficiency ( low PUE )
For instance, a PUE of 1.1 will decrease the energy consumption by 39% compared to the world average of 1.8

* Local Carbon Intensity
Carbon intensity of the electricity mix significantly impacts the final footprint
Locating training in an area with a clean mix is an easy step to take and that can drastically cut the project footprint

» Efficient Inference

Select a tailored accelerator for inference according to the model characteristics

TIl — Technology Innovation Institute Al Cross Unit Research Center
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Best practices and recommendations

Other practices

* Minimizing exogenous impacts

Minimizing high-intensity costs like international flights can reduce
significantly the CO2 emission

» Cost reporting and Offset

The full cost to develop large deep learning models is rarely if ever
reported in the literature

We highly recommend to the Al community to start reporting the full
energy consumption and the CO2e of their projects

Consider the carbon footprint as a metric along with other
performance metrics to evaluate the models

TII — Technology Innovation Institute Al Cross Unit Research Center
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Conclusion

End-to-End Assessment of the energetic and environmental bills of Noor

» First exhaustive assessment of the environmental bill of a deep learning model
» Development cost of Noor :36.5 tons ( excluding production cost)

» To put this number in perspective : The average American emits 20 tons of CO2 a
year and a jet plane doing a roundtrip between San Francisco and New York
has 180t of CO2 emissions

« The main driver of CO2 footprintis the carbon intensity of the mix used to power the

hardware ( For instance, running all computations in France would have reduced the total footprint
to 14.9 tCO2e, 42% of which from the international flights)

* We highly encourage the Al community to consider the datacenter efficiency and its
supply mix and to report the full CO2 bill of their projects

» Production : The energetic bill of large-scale inference is huge and can rapidly
overtake the development cost > Raise awareness to adopt efficient inference
practices

TIl — Technology Innovation Institute
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