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Being a physician is hard(er)

e Doctors have ~15 minutes to capture HOW MANY MINUTES DOCTORS SAY
information* about a patient, diagnose, ' THEY SPEND W'T"'_EAC"' PATIENT
+ recommend treatment
e *Information
o Patient’s history
o Patient’'s symptoms Te :
o  Medical knowledge 1
n Learned years ago éfm & o & o 6é@se
m Latest research findings (70+ journal T —

articles per day)
m Different demographics . When medical care is delivered in 15-minute doses, there’s
. not much time for caring

e Data is growing over time, so is complexity Ehe Washington Post
e Manual adaptation is challenging |




Being a physician is hard(er) (and tech hasn’t helped!) QQ’

Study: EHRs Contribute to Family Physician
Stress, Burnout

January 16, 2019 12:06 pm Michael Devitt — In theory, health information technology is supposed to improve
communication among health care professionals, make it easier to access and review patient data, cut through the
billing and insurance bureaucracy, and enhance the overall health experience for physicians and patients alike.

But as most family physicians know, what sounds
good in theory doesn't always play out that way in
the real world. In fact, increasing evidence suggests
that use of electronic health records (EHRS)

(www.annfammed.org) can take up a significant amount
of a family physician's workday, making it more




Cost of medical errors

Percentage

e 12M misdiagnoses/y R e

Preventable Events (n=133)

: Error was related to medical judgment, skill, or patient management 58%
. E rro rS Ca u S e 4 O O k Appropriate treatment was provided in a substandard way 46%
: The patient’s progress was not adequately monitored 38%
. The patient’s health status was not adequately assessed 23%
d e ath S & 4 M S e rl O u S Necessary treatment was not provided 17%
Event rarely happens when proper precautions and procedures are followed** 14%
Communication between caregivers was poor** 8%
h e a | t h eve n t S Facility's patient safety systems and policies were inadeguate or flawed™™ 3%
: Breakdown in hospital environment occurred (equipment failure, etc.)™ 2%
: Nonpreventable Events (n=155)
O CO m pa re to 500 k d eath S fro m Evo‘m oocurre.d despite prépor assessment and procedures followed 62%
: Patient was highly susceptible to event because of health status 50%
Ca ncer Or 40k from VethIe . Care pn:cwiéer could not have anticipated event given informaf:on available 353%
Patient’s diagnosis was unusual or complex, making care difficult 29%

aCCId ents Harm was anticipated but risk considered acceptable given alternatives*™ 14%

e Almost half of those
are preventable




Online search and/or Healthcare access?

25M daily

GO gle “72% of internet users say they

looked online for health
Need more than Google can information within the past year”
deliver [Pew Research]

Less cost and friction
than PCP visit

2 More than one-third of U.S. adults use
i Internet to diagnose medical
condition

1.4M daily


https://www.pewinternet.org/2013/01/15/health-online-2013/

We can do better than Google + Webmd

“Roughly 1 percent of searches on
Google are symptom-related”
[Google]

WebMD

; i ‘ M M health services

Unique Monthly Visitors

Every month, 74 million unique people go to WebMD for health information.



We have an opportunity to
reimagine healthcare



We have an eppertdnity

obligation to reimagine
healthcare



R

Towards Online Universal Quality Healthcare

e Online= mobile, always on

e Universal = scalable, low cost, easy to access/use

e Quality = as good as the best doctors, based on
best-known practices and scientific evidence, replicable

e Healthcare '= URL. Healthcare = actionable
recommendations + directed access to resources
including human professionals when needed



How? ha

e Online + physicians in the loop = telehealth
e However, standard telehealth is (1) hard to scale, (2) not better quality

Wait days

Mean individual accuracy

i 2 3 4 5 6 7 8 9
Individual Solvers in Group

shortage of 120,000 physicians by 2030

Barnett et.al. Comparative Accuracy of Diagnosis by Collective Intelligence of
Merrit Hawkins, 2017 survey Multiple Physicians vs Individual Physicians JAMA, 2018



https://www.merritthawkins.com/uploadedFiles/MerrittHawkins/Content/Pdf/mha2017waittimesurveyPDF.pdf

How?

Scale + Quality =

Automation (aka Al)

Al-based interaction
Al + Registered Nurse (RN)
Al + Nurse Practitioners

Al + Doctors

o



Part Il.
Medical Al for online Healthcare



Medical Al for Online Healthcare

1. Medical knowledge extraction/representation
2. Conversational Healthcare Systems

3. Automated Triage/Diagnosis/Treatment

4. Multimodal inputs
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1. Knowledge
Extraction & Representation
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Medical Knowledge extraction

IMIA and Schattaver GmiH

Extracting Information from Textual Documents
in the Eledronic Health Record:

A Review of Recent Research

S. M. Meystre' G. K. Savova?, K. C. Kipper-Schuler, J. F. Hurdle'

" Department of Biomedical Informaics, University of Utah School of Medicine, St Lake iy, Utah, USA
2 Biomedical Informatics Research, Mayo Clinic College of Medicine, Rochester, Minnesota, USA

Medical ontologies
Electronic access to medical

Introduction rules or based on statistical methods and
pa— ’ machine leaming. The information cx-
2.

ks el donmenciheecnncheahond.~ " 1€ DI domain, the rapid tracted can then be linked to concepts

adoption of Electronic Health Records  in standard terminologies and used for

[P SR———" (EHR) with the parallel growth of nar-  coding. The information can also be

ot Ol b b AU rative data in clectronic form. along  nced far decicion cunnart and tn enrich
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Abstract

Access to electronic health record (EHR) data has motivated computational advances in medical research.
However, various concerns, particularly over privacy, can limit access to and collaborative use of EHR data.
Sharing synthetic EHR data could mitigate risk.

In this paper, we propose a new approach, medical Generative Adversarial Network (medGAN), to generate
realistic synthetic patient records. Based on input real patient records, medGAN can generate high-dimensional
discrete variables (e. inary and count features) via a ination of an and g ive adver-




Knowledge Representation: Medical ontologies 2

Clinical
.. repositories )
G
e Snomed Clinical Terms \ o
o  collection of medical terms used in clinical Other SNOMED
i . subdomains OMIM
documentation and reporting.
o clinical findings, symptoms, diagnoses, procedures,
. Biomedical
body structures, organisms substances, UMLS (M8 | i erature
. . NCBI
pharmaceuticals, devices... Taxonomy
Model o
o U M LS organisms UWDA
o  Compendium of many controlled vocabularies Genome
o  Enables translating between terminology systems Anatomy e
e ICD-10 .o
, B g o e
o International Statistical Classification of Diseases o, e

and Related Health Problems |
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Ith knowledge graphs

ENTIFIC D AT A

: OPEN :
I SUBJECT CATEGORIES '
» Diagnosis

» Epidemiology ©

» Outcomes research

Building the graph of medicine
i from millions of clinical narratives

. » Data mining :

Samuel G. Finlayson, Paea LePendu & Nigam H. Shah

Electronic health records (EHR) represent a rich and relatively untapped resource for characterizing the true
nature of clinical oractice and for the dearee of of medical entities such as

Concept Occurrence Matrix
Drugs Diseases Devices Procedures
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Figure 1. Workflow Architecture. The architecture of our workflow starts with (a) patient notes that are
grouped together based on their nearness in time. Given the patient timeline bins, clinical terms are
recognized from the notes and recorded into (b) the clinical concept occurrence matrix, which is scanned
for (c) counting pairwise the frequency and co-frequency of concepts. This data can be used to calculate
(d) contingency tables and Bayesian probability estimates. For example, the concept X has a frequency
of f(X) and is pairwise co-frequent with concept Y exactly fiX,Y) times.
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Understanding patients and doctors

Text input: “What should | do if |
think | have the Flu?"

Language Understanding (LU)
e Domain Identification
e User Intent Detection
e Slot Filling

Semantic Frame
Request_treatment
Diagnosis = Flu
Diagnosis_type = Self

Text response: “Did you get the
Flu shot this year?"

W Dialog Management (DM)
Natural L e Dialog State Tracking
Generation (NLG) J (DST)

e Dialog Policy

System Action/Policy
Request_vaccination_status

Backend Action /

Knowledge Providers

CURAI

NLP & Healthcare:

Understanding the Language
of Medicine

Xavier Amatriain
Nov 5,2018 - 16 min read

At Curai we have a mission to scale the world’s best healthcare for every
human being. We are building an Augmented Intelligence capability to scale :

doctors and lower the barrier to entry for primary care. There are many

Methodological Review

Health- dialog systems for patients and eonsumer - - « - === 2% 1L U aLE R SRR L

A Conversational Chatbot Based on Timothy Bickmore **, Toni Giorgino ® Chatbot Application

Kowledge-Graphs for Factoid Medical "Gy of o e
Questions v

erty, Bron, A USA
i (

Lin Ni!, Chenhao Lu, Niu Liu, and Jiamou Liu?

Anictlo Minut
“nstitte for High

De Pietro”

Journal of Automation and Control Engineering Vol. 3, No. 2, April 2015
Abstrace

There s  growing need for automaed sysems hat can inierview patiens and

many of
overview o th ther

Pharmabot: A Pediatric Generic Medicine
Consultant Chatbot

Benilda Eleonor V. Comendador, Bien Michael B. Francisco, Jefferson S. Medenilla, Sharleen Mac T.
Nacion, and Timothy Bryle E. Serac

T and tested to date. The strengehs
delineated

Designing a Chatbot for Diabetic Patients

Consumes iformatis: Nawrllanguses

Abbas Saliimi Lokman, Jasni Mohamad Zain
Fakult Sistem Komputer & Kejoruteraan Perisian,

Universiti Malaysia Pahan, Polytechnic University of the Philippines, Manila, Philippines

Lebuhraya Tun Razak, 26300 Kuantan, Pahang,

Absiract — AnificialInteligence chatbot is @
techaology that mekes interaction between man and
machine possible by using natural language. In this
paper, we proposed an of a chatbot

nation-wide MedEAPORTAL iniiative [6]. What we
wani to propose in this paper is slightly differcat from

that will function s virtual digbetes physician/doctor.
This chatbot will allow disbetic patients to have 4
diabetes control/management advice without the need
10 g0 10 the hospital. A general history of a chatbat, a
brief description of each chatbols is discussed. We

proposed the design of @ new technique that will be i

implemented in this chatbot as the key component ©

is concern. The two most referred chatbot, which is
ELIZA (he first chatbot) and ALLCE (the most
popular chatbot with record of three times winner for
Locbner's annual instandation of Turing’s Test for
‘machine intelligence (3]) along with VPbot will be

der 1o generally undersiand the lierature
of chatbot technology as long as the used of chatbot in

design,  the medical field.

Email: bienmichael_19, j ion, timserac

Abstract—The paper introduces a Pharmabot: A Pediatric
Generic Medicine Consultant Chatbat. It s & conversational
chatbot that s designed to prescribe, suggest and give
information on generic medicines for children. The study
introduces a computer application that act as a medicine
consultant for the patients or parents who are confused with
the generic medicines. The rescarchers use Left and Right
Parsing Algorithm i their study to come up with the
desired result.

Index Terms—generic  medicine, medicine _consultant,
e hatbot, natural

Ref. [5] “Chatbot Erica is developed for a dental
practice in Netherlands. This online assistant is used to
answer frequently asked questions of patients and visitors
on the website. Among others, Erica has the important
task to answer questions about free dental billing rates.”
Furthermore, Ref. [6) “Virtual Companion acts as &
personal healthcare assistant and consists of an automated
avatar with an embedded chatbot and other technologies
o provide the requested information necded by the user.”
These days, different technologies can be utilized to
have a convenicnt and zccessible health services to all
An example is the Ref. [7) “Telephone Consultation




Learning a medically-aware dialog system

User
User
Dr
User
Dr
User
User
User
Dr
User
Dr
User
User
Dr
Dr
User
User
User
Dr

User

: Right now my stomach hurts.

: It feels like I need to do a clean out. If you know what I mean

Sorry for the abdominal pain Laura. When did you have last bowel movement?
: It was yesterday

What was the consistency of stool was it soft well-formed or was it hard?
: Right now I just went and it is watery and very loosely

: That was causing the problem with my stomach hurts

Any blood or mucus with stools? Was it foul smelling?

: Nope for all three

Any fever?

: P

: Nope

I asked as blood or mucus in stool fever can be due to an underlying infection.

Any nausea/ vomiting?

: Nope

: Why does this happen to me

: Is it something that I have ate

Diarrhea can often be due to indigestion or an infection. Did you eat outside food or any packaged foo

: Yes
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Medical Diagnosis

® Diagnosis (R.A. Miller 1990):

o Mapping from patient’s data
(history, examination, lab
exams...) to a possible condition.

o It depends on ability to:

m Evoke history

m Surface symptoms and
findings

m Generate hypotheses that
suggest how to refine or | :
pursue different hypothesis

o In a compassionate,
cost-effective manner

Symptom to"
~ \gNOSiS

lence-Based G




An example: Internist-1/QMR /Vddx

Table 4 ASample Manifestations List*

Reproduced with permission. From Miller RA, Pople HE Jr, Myers JD. INTERNIST-1, An Experimental Computer-based Diagnostic Consultant for General Internal Medidne. N Engl J Med 1982;307:468-76. Copyright © 1982,
Massachusetts Medical Society. All rights reserved.

R

CURAI

Internist (1971) - Dr. Jack

Process for adding a
disease requires 2-4
weeks of full-time effort
and doctors reading 50 to
250 relevant publications

DISPLAY WHICH MANIFESTATION LIST? CHOLESTEROL BLOOD DECREASED 12
ALCOHOLIC HEPATITIS KETONURIA 12
ROTENRA 12 M yers
AGE 1670 25 01 SGOT 12070 400 13
A6E 26 T0 55 03 SG0T 4070 119 13
AGE GTR THAN 55 02 SGOT GTR THAN 400 12
ALCOHOL INGESTION RECENT HX 24 UREA NITROGEN BLODD LESS THAN 8 11
ALCOHOLISH CHRONIC Hx 24 UROBILINOGEN URINE ABSENT 11
SEX FEMALE 02 UROBILINOGEN URINE INCREASED
SEX MALE 04 WBC 14000 T 30000 03
URINE DARK HX 13 WBC 4000 T0 13900 PERCENT NEUTROPHIL(S) INCREASED 03
WEIGHT LOSS GTR THAN 10 PERCENT 03 WBC LESS THAN 4000 11
ABDOMEN PAIN ACUTE 12 ACTIVATED PARTIAL THROMBOPLASTIN TIME INCREASED 13
ABDOMEN PAIN COLICKY 11 ANTIBODY MITOCHONDRIAL 11
ABDOMEN PAIN EPIGASTRIUM 12 ANTIBODY SMOOTH MUSCLE 13
ARDNAMEN PAIN NON COEICKY 17 RSP RETENTINN [NCRFASFD 15
Evoking Strength Interpretation Frequeny Interpretation
0 Nonspecific—manifestation occurs too commonly fo be used fo construct a differentiol diagnosis 1 Listed manifestation occurs rarely in the disease
1 Diognasisisa fore or nusuol couse o sted manfesttion 2 Listed manifsstotion occurs in a substantial minority of cases of the disease
1 D?ogms?s Fuuses o substanticl minority of instonces of listed muniffzstmion o 3 Lsted monifestafion o in roughly hol the coses
3 Diagnosis is the most common but not the overwhelming cause of listed manifestation ) e ) A
' Figinc & i monafiiy aca 41604 4 Listed mun!festm.u)n s i thest_lbstumml mojoriy of ass
5 Lsed manfestton i pathognomic o the diogosis ) Listed monitestation occurs in essentially oll coses—ie, it is o prereguisite for the diagnasis




ML/AI Approaches to Diagnosis

e Early DDSS based on Bayesian reasoning (60s-70s
e Bayesian networks (80s-90s

e Neural networks (lately

Proceedings of Machine Learning for Healthcare 2016 JMLR W&C Track Volume 56

Doctor AI: Predicting Clinical Events
via Recurrent Neural Networks

Edward Choi, Mohammad Taha Bahadori MP2893,BAHADORI@GATECH.EDU
College of Computing
Georgia Institute of Technology

Atlanta, GA, USA

Andy Schuetz, Walter F. Stewart
Research Development € Dissemination
Sutter Health

Walnut Creek, CA, USA

SCHUETA1,STEWARWF@QSUTTERHEALTH.ORG

Jimeng Sun JSUN@CC.GATECH.EDU
College of Computing
Georgia Institute of Technology

Atlanta, GA, USA

& " Electronic Health Records
— Clinical Notes

Demography
2 £rc

Raw Patient Dataset
Medications  Diognoses  Procedures ..  labTests | Patients OPEN
Clinical Descriptors @ A

Unsupervised Deep Feature Learning
Hidden Layers Output
Received: 28 January 2016

Accepted: 27 April 2016
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Deep Patient Dataset
Patients

Drug Targeting

Personalized Patient Similarity

2 Disease
Prescription

Clinical Trial Prediction
Recruitment

Figure 1. Conceptual dto derive the deep pati ion throug] pervi
cep learni large EHR data (A) Pre-p ng stage to obtain raw patient representations
from the EHRs. (B) The ray modeled by the d d i ading to a set

of general and robust features. (C) The deep features are applied to the entire hospital database to derive patient
representations that can be applied to a number of dinical tasks.

Deep Patient: An Unsupervised
Representation to Predict the
Future of Patients from the
Electronic Health Records

Riccardo Miotto*, Li Li**?, Brian A. Kidd"?*, Joel T. Dudley>**

Secondary use of electronic (EHRs) promi: d
i linical decisi ing. Cl i izi ing patient data prevent
widespread practice of predictive modeling using EHRs. Here we present a novel unsupervised deep
fi leaming ive a purpose patient ion from EHR data that
facilitates clinical predictive modeling. In particular, a three-layer stack of denoisi
was used to capture hierarchi iti fesin the EHRs of about
700,000 patients from the inai data Theresultisa i name “deep
patient”. i ion as broadly predictive of health states by assessing the
probability of patients to develop i I using 76,214 i

ising 78 di diverse dlini i temporal windows. Our results significantly

outperformed those achieved using representations based on raw EHR data and alternative feature

wereamong the top performing. These findings indicate that deep learning applied to EHRs can derive
i i i ini ictions, and could provide a machine learning

for ing clinical




Our approach: Expert systems as Prior

Hepatitis acute viral

anorexia
jaundice
f Pick a discase abdomen pain epigastrium
| hepatomegaly present
Sort findings according liver enlarged moderate

to frequency for disease

|

Pick next finding f

liver tender on palpation
: feces light colored
- hands palmar erythema
KnOWIedge — ) skin spider angiomas
i abdomen pain acute
abdomen pain not colicky
vomiting recent

o constipation
| vomiting coffee ground

st e Example of
Qlinical case simulatoy S,-mu,atfd case

st
_istpartof

base <

“frequency) g

<Q Sigi :
N /Hepatitis acute viral | \
. an|
. . N ja| Leukemia chronic
1 1 N b myelocytic
The science of assisting medical : at] myelocyt
d. . F E : :IV s Arthritis acute septic |
. : ivi 1y
iagnosis: From Expert systems to : 3 I [ pe————
hine-1 d model : ] o
- . sk| coma
Mac lne earne mo e S N ap 9 cyanosis of mucous membranes
: ap © tachypnea
. . vo| d pressure arterial systolic less than 90
2 W Anitha Kannan (_Follow ] : co| u skin sweating increased generalized
Apr 15 - 9 min read . vo| s pressure arterial diastolic less than 60
. myalgia
N fever .
Curai’s mission is to scale the world’s best healthcare for every human being. : — ;‘;;g"rgca'd'a

simulated cases

We are building an augmented intelligence system to help scale physicians’ .
abilities as well as to lower users’ barrier to entry to care. There are many :

/ Machine learned models




Our approach: Incorporating data from EHR
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Pyrogenic shock

coma

cyanosis of mucous membranes
tachypnea

pressure arterial systolic less than 90
skin sweating increased generalized
pressure arterial diastolic less than 60
myalgia

fever

Tachycardia

rigors

Hidden Layers Output

clinical cases simulated
from expert systems

clinical cases other sources

eg. electronic health records

.M.L:iélzassiﬁcation models for differential diagnosis
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Multimodal Inputs
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Figure 1: Long-tailed class distribution of Dermnet (shown
here for the top-200 classes). Also shown are nearest neigh-
bors to four of the many prototypes learned for select classes
using the proposed Prototypical Clustering Network ap-
proach. This is illustrative of the huge intra-class variability
in the data. For a novel test image, shown at the upper right
corner, the model predicts the correct class by measuring
weighted similarity to per-class clusters in the embedding
space learned through a deep convolutional neural network.

Prototypical Clustering Networks for Der 1 Disease Di

Viraj Prabhu*! Anitha Kannan® Murali Ravuri®
Manish Chablani® David Sontag? Xavier Amatriain®
Georgia Tech 2MIT 3Curai

. virajp@gatech.edu dsontag@esail.mit.edu {anitha, murali, manish, xavier}@curai.com

‘

Detecting heart arrhythmias using
machine learning and Apple Watch data

Yancheng is an Insight alumnus from the first Health Data Science session
and is now a data scientist at AthenaHealth. While at Insight, he partnered
with the UCSF Health eHeart study to detect atrial fibrillation patients

Insight Data ( Follow |
Insight Fellows Program —Your bridge to a career in Data Science and Data Engineering

Mar15,2016 - 6 min read

using Apple Watch heart rate data. This content originally appeared on his
personal website.
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Look Ahead - Machine Learning in
Radiology
Noted radiologist Nick Bryan, M.D., Ph.D., discusses

the role of Machine Learning (ML) in the radiology
practice of tomorrow. BY R. NICK BRYAN, M.D., PH .D.

VISIT US AT RSNA 2017
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JANUARY 25,2017

Deep learning algorithm does as well as
dermatologists in identifying skin cancer

In hopes of creating better access to medical care, Stanford researchers have trained an algorithm to diagnose skin
cancer.




Conclusions



Re Cap CURAI

More people access healthcare through search than PCPs
Doctors don’t have time and make mistakes
We should be able to offer a better online experience than Google + Webmd

Online Universal Quality Healthcare
o Online, mobile, always on
o Universal = scalable, low cost, easy to access/use (i.e conversational)
o Quality = as good as the best doctors, based on best-known practices and scientific evidence,
replicable
o Healthcare = not only a website you need to parse and figure out on your own, but directed
access to healthcare resources including human professionals when needed

e How?
o  Online + physicians in the loop = telehealth

o Standard telehealth is (1) hard to scale, (2) not better quality
o Scale + Quality = automation (aka Al)
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