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DisclaimersDisclaimers
• Since the tutorial is only 3 hours long, we will 

focus on presenting social media threats and 
countermeasures of recent research results. 

• But, we don’t have time to give great depth on 
every possible result, so we will highlight a fewevery possible result, so we will highlight a few 
representatives. 

• We will provide many relevant references in the 
end of the tutorialend of the tutorial. 
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Large Scale Social SystemsLarge-Scale Social Systems
Online Social 
Networking

Social Media

Information 
sharing 

communities

Social Games

Location-
based 

Services

Crowd-based 
services



Large-Scale Social Systems:
Key Organizing Principles

O• Openness:
– Social systems are inherently open to users who generate, share and consume 

information
E t l d d t h id– E.g., post a message, upload and watch a video

• Collaboration:
– Many users organically participate in social systems to engage in collaborative 

ti itiactivities
– E.g., organize for political change, share disaster-related information 

• Real-time information propagation:
– Users, media and organization post information related to hot events in (near) 

real-time
– E.g., emergency alerts, natural disaster news and sports games

• Crowdsourcing tasks or hiring cheap workers from all over the world:
– People can hire workers from crowdsourcing sites with paying little money
– E.g., workers from Amazon Mechanical Turk for labeling data, workers from 

Fiverr for editing a document



Large-Scale Social Systems:
Challenges and Research Approach

• These necessary positive aspects may also lead toThese necessary positive aspects may also lead to 
negative consequences 
– Spam of many flavors

• Comment spam (~90% on websites = 46 billion)
• Spam tweets (1% = 3 million/day) and Twitter spammers (5% = 25 million)
• Spam videos (20%)p ( )

– Traditional Attacks
• Phishing, malware and etc

Campaigns– Campaigns
– Misinformation
– Crowdturfingg
– Misuse 

• Crowdsourcing the wrong guy in the Boston bombings at Reddit

– …



Fake Accounts
9% F b k 87 illi i 2012 [ ]

Fake Accounts
• 9% on Facebook = 87 million accounts in 2012 [Facebook]



Comment Spam
83 90% b i 46 billi

Comment Spam
• 83 ~ 90% on websites = 46 billion comments [Akismet and Mollom. 2010, 

Kant et al. WSDM 2012]



Spam Tweets and Twitter Spammers

1% S d 5% T i

Spam Tweets and Twitter Spammers

• 1% Spam tweets and 5% Twitter spammers
– 3 million spam tweets/day and 25 million spam accounts 

[Twitter and TwitSweeper, 2010]



Spam VideosSpam Videos
183 illi U S I t t t h d th 37 billi li• 183 million U.S. Internet users watched more than 37 billion online 
videos in Oct 2012. [comScore]

• 20% of online videos are spam [VideoSurf]



Collective Attention SpamCollective Attention Spam
T l d d i /i• Target popular and trendy topics/items

• Feed spam contents once the topics/items become popular 



CampaignsCampaigns
Fake review campaignAstroturfing

Political campaign

Wang et al. WWW 2012



Adversarial PropagandaAdversarial Propaganda
• Create and spread rumors and MisinformationC ea e a d sp ead u o s a d s o a o
• Target a product/ government

[Wired]



Misinformation (Fake)Misinformation (Fake)

Fake
IImages



Crowdturfing (Crowdsourcing + Astroturfing)Crowdturfing (Crowdsourcing + Astroturfing)

A M l i illi d ll i d i Chi d i i• A Multimillion-dollar industry in Chinese crowdsourcing sites
– 90% crowdturfing tasks [MIT Technology Review]

• 70~95% crowdturfing tasks at several U.S. crowdsourcing sites [Wang70 95% crowdturfing tasks at several U.S. crowdsourcing sites [Wang 
et al., WWW 2012]



Examples of CrowdturfingExamples of Crowdturfing
• Vietnamese propaganda spread by 1,000 crowdturfers



Examples of CrowdturfingExamples of Crowdturfing

• Biggest dairy company in 

“Dairy giant Mengniu in smear scandal”

gg y p y
China (Mengniu)
– Defame its competitors

Hire Internet users to
M

– Hire Internet users to 
spread false stories

• Impact 
– Victim company 

(Shengyuan)
• Stock fell by 35.44%
• Revenue loss: $300 

million 
– National panic

Warning: Company Y’s 
baby formula contains 
dangerous hormones!dangerous hormones!
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Social SpamSocial Spam
F k t (5 6 % F b k 42 illi )• Fake accounts (5 ~ 6 % on Facebook = 42 million)

– [Facebook. 2012]

• Comment spam (83 ~ 90% on websites = 46 billion)
– [Akismet and Mollom 2010 Kant et al WSDM 2012][Akismet and Mollom. 2010, Kant et al. WSDM 2012]

• Spam Tweets (1% = 3 million/day) and Twitter Spammers (5% = 25 million)
– [Twitter. 2010, TwitSweeper. 2010, Lee et al. SIGIR 2010, Lee et. al ICWSM 2011, Yang et al. WWW 2012]

• Tag spam
– [Koutrika et al. TWEB 2008, Krause et al. AIRWEB 2008 , Neubauer et al. AIRWEB 2009]

• Spam videos
– [Benevenuto et al. AIRWeb 2008, Benevenuto et al. SIGIR 2009]

F k R i• Fake Reviews
– [Jindal and Bing ICDM 2007, Lim et al. CIKM 2010, Wang et al. TIST 2011, Mukherjee et al. WWW 2012]

• Voting spam
– [Bian et al. AIRWEB 2008, Tran et al. NSDI 2009][Bian et al. AIRWEB 2008, Tran et al. NSDI 2009]

• Wikipedia vandalism
– [Potthast et al. ECIR 2008, Chin et al. WICOM 2010, Adler et al. CICLing 2011]

• …



Blacklisting URLsBlacklisting URLs
• Crawled URLs from Twitter

– 25 million URLs crawled
– 8% of them link to spam pages

• Over 80% of spam URLs were shortened
– Mask landing siteMask landing site

• http://bit.ly/aLEmck -> http://i‐drugspedia.com/pill/Viagra…
– Defeat blacklist filteringDefeat blacklist filtering

• bit.ly -> short.to -> malware landing page

Grier, C., Thomas, K., Paxson, V., and Zhang, M. @spam: the underground on 140 characters or less. In CCS, 2010.



Blacklist PerformanceBlacklist Performance
• Blacklists are slow to list spam domains

– 80% of clicks are seen in first day

• Retroactively blacklistRetroactively blacklist



Comparison to Email ClickthroughComparison to Email Clickthrough

• Spam Email clickthrough: .003-.006%
– From Spamalytics, Kanich et al. CCS 2008p y ,

T itt li kth h 13%• Twitter clickthrough: .13%
– Collected 245,000 spam URLs
– Define clickthrough as clicks / reach
– Reach defined as tweets * followersReach defined as tweets  followers



Social Spam Detection ApproachesSocial Spam Detection Approaches

• Supervised spam detection approach
– The most popular approach
– Require labeled data for training purpose

• Ranking users based on their social graph

• Use crowd wisdom (humans) to identify fake 
accountsaccounts



Supervised spam detection approach



Conditional RedirectionConditional Redirection

• Attackers distribute initial URLs of conditional redirect 
chains via tweets.
– Initial URLs are shortened.

• Conditional redirect server will lead
normal browsers to malicious landing pages– normal browsers to malicious landing pages

– crawlers to benign landing pages

Misclassifications can occurMisclassifications can occur.

Lee, S., and Kim, J. WarningBird: Detecting suspicious URLs in Twitter stream. In NDSS, 2012



blackraybansunglasses comblackraybansunglasses.com

• 6,585 different accounts 
and shortened URLs
– about 3% of all the daily 

tweets sampled
C di i di i• Condition redirection
– google.com for crawlers

random spam pages for– random spam pages for 
normal browsers

• Some servers reused

July 11 2011July 11, 2011



Basic IdeaBasic Idea

• Attackers need to reuse redirection servers.
– no infinite redirection serversno infinite redirection servers

• They analyze a group of correlated URL 
chainschains.
– to detect redirection servers reused

t fi t f t f th l t d URL h i– to figure out features of the correlated URL chains



System OverviewSystem Overview

• Data collectionData collection
– collect tweets with URLs from Twitter public timeline
– visit each URL to obtain URL chains and IP addresses

• Feature extraction• Feature extraction
– group domains with the same IP addresses from 10,000 tweets containing 

URLs
find entry point URLs– find entry point URLs

– generate feature vectors for each entry point



System OverviewSystem Overview

• Trainingg
– label feature vectors using account status info.

• suspended  malicious, active  benign
build classification models– build classification models

• Classification
– classify suspicious URLsy p



FeaturesFeatures
• Suspiciousness of correlated URL chains

– length of URL redirect chain
– frequency of entry point URL
– # of different initial and landing URLs

• Similarity of accounts posting the same URL 
chains
– # of Twitter applications and accounts
– account creation dates
– followers-friends ratios
– # of followers and friends# of followers and friends



Training ClassifiersTraining Classifiers

• Training dataset
– Tweets between Sept 2011 and Oct 2011p
– 156,896 benign and 26,950 malicious entry 

point URLspoint URLs

• Classification algorithm
– support vector classificationpp
– 10-fold cross validation

false positive: 1 13% False negative: 7 01%– false positive: 1.13%, False negative: 7.01%



Detection EfficiencyDetection Efficiency

Avg. time difference: 
13.5 min13.5 min

More than 
20 hours

Time difference between

• They measure the time difference between

Time difference between 
detection and suspension (min)

They measure the time difference between
– when WarningBird detects suspicious accounts
– when Twitter suspends the accountswhen Twitter suspends the accounts



Detecting Video Spammers and PromotersDetecting Video Spammers and Promoters

S• Spammers
– post an unrelated video as response to a popular video

• Promoters• Promoters
– Try to gain visibility to a specific video by posting a large 

number of (potentially unrelated) responses

• 4-step approach
1 Sample YouTube video responses and users1. Sample YouTube video responses and users
2. Manually create a user test collection 

(promoters, spammers, and legitimate users)
3 Id tif tt ib t th t di ti i h d t3. Identify attributes that can distinguish spammers and promoters 

from legitimate users
4. Classification approach to detect spammers and promoterspp p p

Benevenuto, F., Rodrigues T., Almeida V., Almeida, J., and Gonçalves, M. 
Detecting spammers and content promoters in online video social networks. In SIGIR, 2009.



Example of Video SpamExample of Video Spam

Advertises
Pornography

Pornogra
phyphy

Cartoon



Example of PromotionExample of Promotion



Step3 AttributesStep3. Attributes
U B d• User-Based:
– number of friends, number of subscriptions and subscribers, etc

• Video-Based: 
– duration, numbers of views and of comments received, ratings, etc

• Social Network:
– clustering coefficient, betweenness, reciprocity, UserRank, etc

Feature Selection: χ2 ranking



Distinguishing classes of usersDistinguishing classes of users

Promoters target 
unpopular content

Spammers target 
l t tpopular content



Step4 Classification ApproachStep4. Classification Approach
SVM (S t t hi ) l ifi• SVM (Support vector machine) as classifier
– Use all attributes
– Two classification approaches

Hierarchical

Flat

Hierarchical

Promoters Non-promoters

Flat

Promoters Spammers Legitimates

Spammers LegitimatesLight Heavy



Flat ClassificationFlat Classification
Correctly identify majority of promoters• Correctly identify majority of promoters, 
misclassifying a small fraction of legitimate 
users.

• Detect a significant fraction of spammers 
but they are much harder to distinguish 
from legitimate users.

Promoters Spammers Legitimates

g
- Dual behavior of some spammers

• Micro F1 = 88% (predict the correct class 88% of cases)



Hierarchical ClassificationHierarchical Classification

• Goal: provide flexibility in 
classification accuracyclassification accuracy 

• First Level:
Promoters Non-promoters

– Most promoters are correctly classified
– Statistically indistinguishable compared 

with flat strategywith flat strategy
Spammers LegitimatesLight Heavy



Distinguishing Spammers from 
Legitimate users

• J = 0.1: correctly classify 24% 
spammers misclassifying <1%spammers, misclassifying <1% 
legitimate users

• J = 3: correctly classify 71% 
spammers, paying the cost of 

i l if i 9% l iti tmisclassifying 9% legitimate 
users



Foursqure Spam TipsFoursqure Spam Tips

• Tips unrelated to Venue• Tips unrelated to Venue

Aggarwal, A., Almeida, J., and Kumaraguru, P. Detection of spam tipping behaviour on foursquare. In WWW Companion, 2013.



Features used to detect SpammersFeatures used to detect Spammers

• User Attributes
– Properties of the Foursquare user profile and p q p

his checkins
• Social Attributes• Social Attributes

– Friends network of the Foursquare user under 
i tiinspection

• Content Attributes
– Details about Tips posted by the Foursquare 

useruser



Features usedFeatures used



Classification ResultsClassification Results



How to Collect Evidence of 
Spammers



How to Collect Evidence of 
Spammers

H t i t  T k ti t fi d• Human experts inspect users   Takes time to find spammers
• Users report spammers   1) how many users participate? 2) False reports



How to Collect Evidence of 
Spammers

• Create and deploy social honeypots in SNS
Lee, K., Eoff, B., and Caverlee, J. Seven Months with the Devils: A Long-Term Study of Content Polluters on Twitter. In ICWSM, 2011.



Social Honeypot DesignSocial Honeypot Design
D l d 60 i l h t• Deployed 60 social honeypots
(account + bot)

• They posted four types tweets 
with different ratio.

a normal textual tweet– a normal textual tweet.
– an “@” reply to one of the other 

social honeypots.
t t t i i li k– a tweet containing a link.

– a tweet containing one of Twitter's 
current Top 10 trending topics, 

hi h lwhich are popular n-grams.

• Tempted 36,000 content polluters p , p
for seven months.



Study of Harvested Content PollutersStudy of Harvested Content Polluters

• The number of content polluters tempted per day

• Content Polluter Examples
Content Polluters Examples

Duplicate Spammers OFFICIAL PRESS RELEASE Limited To 10 000 “Platinum Founders” ResellerDuplicate Spammers OFFICIAL PRESS RELEASE Limited To 10,000 Platinum Founders  Reseller 
Licenses http://tinyurl.com/yd75xyy

Duplicate @ Spammers #Follow @ anhran @PinkySparky @RestaurantsATL @combi31 @BBoomsma 
@TexMexAtl @DanielStoicaTax

M li i P t Th S t T G tti L t Of F ll O T itt htt //bit l /6BiLk3Malicious Promoters The Secret To Getting Lots Of Followers On Twitter http://bit.ly/6BiLk3

Friend Infiltrators Thank you for the follows, from a newbie



Study of Harvested Content Polluters 
(Cont’d)

• Following and follower graphs of two content polluters 
and two legitimate users.



Ranking users based on their social 
graph



Identifying spammersIdentifying spammers
• Collected 54M Twitterusers, 1.9B links, 1.7B 

Tweets in 2009
• Identified the suspended accounts according to 

Twitter
– Account could be suspended for various reasons

• Identified suspended users with at least one 
blacklisted URLblacklisted URL
– Includes 41,352 spammers

Ghosh, S., Viswanath, B., Kooti, F., Sharma, N. K., Korlam, G., Benevenuto, F., Ganguly, N., and Gummadi, P. K. 
Understanding and combating link farming in the twitter social network. In WWW, 2012.



Do spammers engage in link farming?Do spammers engage in link farming?

S U f ll d bSpam-targets: Users followed by spammers



Do spammers engage in link farming?Do spammers engage in link farming?

S f ll U f ll iSpam-followers: Users following spammers



Do spammers engage in link farming?Do spammers engage in link farming?

Follower count for spammers is 
much higher than randommuch higher than random 
users. Avg follower count for:
Spammers: 234,
Random users: 36Random users: 36

Spammers farm links at large-scale



Are link farmers real users or spammers?Are link farmers real users or spammers?

• To find out if they are spammers or real users, the 
reserachers

1 Used Twitter service to get list of suspended and verified– 1. Used Twitter service to get list of suspended and verified 
users

• 76% users not suspended, 235 of them verified by Twitter

– 2. Manually verified 100 random users
• 86% users are real with legitimate links in their Tweets

– 3. Analyzed their profiles3. Analyzed their profiles
• They are much more active in updating their profiles than random users

Li k f l ti• Link farmers are real active users 



Who are the link farmers?Who are the link farmers?

• Link farmers are mostly interested in promoting 
their business or tweeting about trends in a 
particular domain



Who are the link farmers?Who are the link farmers?
• Top 5 link farmers according to Pagerank:
• 1. Barack Obama: Obama 2012 campaign staffp g
• 2. Britney Spears
• 3 NPR Politics: Political coverage and• 3. NPR Politics: Political coverage and 

conversation
4 UK Prime Minister: PM’s office• 4. UK Prime Minister: PM’s office

• 5: JetBlue Airways

Link farmers include popular users and organizationsp p g



CollusionrankCollusionrank
Algorithm:
• 1. Negatively bias the initial scores to the set of 

spammers
• 2. In Pagerank style, iteratively penalize users

h f ll th h f ll f ll– who follow spammers or those who follow spam-followers

Collusionrank is based on the score of followings of a userCollusionrank is based on the score of followings of a user
– Because user is penalized based on who he follows



Effect of Collusionrank on spammersEffect of Collusionrank on spammers



Effect on link farmersEffect on link farmers



Using crowd wisdom (humans) to 
identify fake accounts (sybils)



User Study SetupUser Study Setup
U t d ith 2 f t t 3 d t t• User study with 2 groups of testers on 3 datasets

• 2 groups of users
– Experts – The researchers’ friends (CS professors and 

graduate students)
Turkers Crowdworkers from online crowdsourcing– Turkers – Crowdworkers from online crowdsourcing 
systems

• 3 ground-truth datasets of full user profiles3 ground truth datasets of full user profiles 
– Renren – given to them by Renren Inc.
– Facebook US and India – crawledFacebook US and India crawled

• Sybils (fake) profiles – banned profiles by Facebook
• Legitimate profiles – 2-hops from the researchers’ g p p

profiles
Wang, G., Mohanlal, M., Wilson, C., Wang, X., Metzger, M. J., Zheng, H., and Zhao, B. Y. 
Social Turing Tests: Crowdsourcing Sybil Detection. In NDSS, 2013.



Real or fake? Why?

Classifying 
ProfilesN i ti B tt ProfilesNavigation Buttons

Browsing
Profiles

Screenshot of Profile
(Links Cannot be Clicked)



Experiment OverviewExperiment Overview

Dataset # of Profiles Test Group # of Profile 
Testers per 

Tester
Sybil Legit.

Chi E 24 100
Renren 100 100

Chinese Expert 24 100

Chinese Turker 418 10

Facebook 
US

32 50
US Expert 40 50

US Turker 299 12

Facebook 
India

50 49
India Expert 20 100

India Turker 342 12



Individual Tester AccuracyIndividual Tester Accuracy

100
Much Lower 

A80

Turker

Accuracy

• E t   th t h   b  t

40

60

D
F 

(%
)

ExpertExcellent!
80% f  h  

• Experts prove that humans can be accurate
• Turkers need extra help…

20

40C
D 80% of experts have 

>80% accuracy!

0

20

0
0 10 20 30 40 50 60 70 80 90 100

Accuracy Per Teser (%)



Wisdom of the CrowdWisdom of the Crowd
I i d f th d h?• Is wisdom of the crowd enough?

• Majority voting
– Treat each classification by each tester as a vote
– Majority vote determines final decision of the crowd

R lt ft j it ti (20 t )• Results after majority voting (20 votes)
– Both Experts and Turkers have almost zero false 

positives• False positive rates are excellentpositives
– Turker’s false negatives are still high

• US (19%), India (50%), China (60%)

p
• What can be done to improve turker accuracy?

( %), ( %), ( %)



Eliminating Inaccurate TurkersEliminating Inaccurate Turkers
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System ArchitectureSystem Architecture
C d i  L

OSN Employees

Crowdsourcing Layer

Rejected! OSN Employees
Very Accurate

Turkers

j

Turker
Selection Accurate Turkers Sybils

All Turkers

• Continuous Quality Control

Social Network
Heuristics

User Reports

y
• Locate Malicious Workers

User Reports
Suspicious Profiles

Flag Suspicious Users



So far… Social Spam Detection 
Approaches

• Supervised spam detection approach
– The most popular approach
– Require labeled data for training purpose

• Ranking users based on their social graph

• Use crowd wisdom (humans) to identify fake 
accountsaccounts
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Conceptual Level of Tutorial ThemeConceptual Level of Tutorial Theme
Popular 3. Attention

Origin: Crowdturfing
[4]

Misinformation

keywords  
or topics

1. Get Info

[3]

2. Feed Misinformation

Campaigns 
(Groups of users)

[2]

[1]
Social Spam
(Individual 
Spammer/

[1]

Spammer/
Content Polluter)



Campaign Detection ApproachesCampaign Detection Approaches

• Graph-based spam campaign detection

• Content-driven campaign detection



Graph-based spam campaign detection



System Overviewy

• Identify coordinated spam campaigns in • Identify coordinated spam campaigns in 
Facebook.
– Templates are used for spam generation.

Gao, H., Hu J., Wilson, C., Li, Z., Chen, Y., and Zhao, B. Detecting and characterizing social spam campaigns. In IMC, 2010.



Build Post Similarity Graphy p

Check out 
f

Go to 
il ! funny.comevil.com!

– A node: an individual wall postp

– An edge: connect two “similar” wall posts



Wall Post Similarity Metricy

Spam wall post model: 

A textual description:
hey see your love
compatibility ! go here
hey see your love
compatibility ! go here

A destination URL:

yourlovecalc . com 
(remove spaces)(remove spaces)
yourlovecalc . com 

A destination URL:



Wall Post Similarity Metricy

• Condition 1:

– Similar textual description.

Guess who your secret admirer is??Guess who your secret admirer is??
Go here nevasubevd . blogs pot . co m (take out spaces)

Guess who your secret admirer is??”

Go here (take out spaces)

Guess who your secret admirer is??”Guess who your secret admirer is??
Visit: yes-crush . com (remove spaces)

E t bli h d !

Guess who your secret admirer is??
Visit: yes-crush . com (remove spaces)

Establish an edge! 



Wall Post Similarity Metricy

• Condition 2:

– Same destination URL.

secret admirer revealed.
goto yourlovecalc . com (remove the spaces)

hey see your love compatibility !hey see your love compatibility !
go here yourlovecalc . com (remove spaces)

E t bli h d !Establish an edge! 



Extract Wall Post Campaignsp g

• Intuition:

A B
B

A C

CB

• Reduce the problem of identifying potential 

campaigns to identifying connected subgraphscampaigns to identifying connected subgraphs.



Locate Spam Campaignsp p g

• Distributed: campaigns have many senders• Distributed: campaigns have many senders.
• Bursty: campaigns send fast.

Wall post 
campaign

Distributed?
NO

BenignDistributed? Benign

YES

Bursty?
NO

Benign
YES

Malicious Bursty? BenignMalicious



Validation

• The detection approach found ~200K maliciousThe detection approach found 200K malicious 

wall posts (~10%) from ~2M wall posts with 

URLs.

• Validation focused on detected URLs.

Ad t d lti l lid ti t• Adopted multiple validation steps:
 URL de-obfuscation  Keyword matching

 3rd party tools

R di ti l i

 URL grouping

M l fi ti Redirection analysis  Manual confirmation



Validation

• Step 1: Obfuscated URL

URL b dd d ith bf ti li i– URLs embedded with obfuscation are malicious.

– Reverse engineer URL obfuscation methods:g

• Replace ‘.’ with “dot” :  1lovecrush dot com

• Insert white spaces : abbykywyty . blogs pot . co m



Validation

• Step 2: Third-party tools

U lti l t l i l di– Use multiple tools, including: 

• McAfee SiteAdvisor

• Google’s Safe Browsing API

• Spamhaus

• Wepawet (a drive by download analysis tool)• Wepawet (a drive-by-download analysis tool)

• …



Validation

• Step 3: Redirection analysis
– Commonly used by the attackers to hide the 

malicious URLs.

URL1URL1

URLM



Experimental Evaluationp

Blacklisted URL

Obfuscated URL

28.0%

6.3%

Keyword matching

Redirection Anslysis 27.9%

1.2%

Manual confirmation

URL grouping

Keyword matching %

32.5%

0 1%

F l  P iti

True Positives (ALL)

Manual confirmation 0.1%

96.1%
3 9%

The validation result.

False Positives 3.9%



Spam Campaign Goal Analysis

Phi hi #1 fPhishing #1: for money
Phishing #2: for info

• Categorize the attacks by attackers’ goals.



Content-driven campaign detection



Message Level Campaign DetectionMessage Level Campaign Detection
Support Breast Cancer Awareness, add a #twibbon to  your 21

MessagesID edge

1
3

avatar now! - http://bit.ly/4DQ6vq

Support Breast Cancer Awareness, add a #twibbon to  your 
avatar now! - http://bit.ly/3mAWR1

I'm having fun with @formspring. Create an account and follow 

2

4

1

2

3 3

5

me at http://formspring.me/xnadjeaaa
@Wookiefoot Real Money Doubling Forex Robot Fap   Turbo 
129$ http://bit.ly/ch9r1Hn?=mjkx
@justinbebier Support Breast Cancer Awareness, add a 
#twibbon to your avatar now! http://bit ly/4DQ6vq

43

4

5

6#twibbon to your avatar now! - http://bit.ly/4DQ6vq

RT @justinbebier Support … #twibbon to your avatar  now! -
http://bit.ly/4DQ6vq6

1
2

1
2

3

5

4 3

5

4

5
6

5
6

Lee, K., Caverlee, J., Cheng,  Z., and Sui, D. Campaign Extraction from Social Media. In ACM TIST, Vol. 5, No. 1, Dec. 2013



Two Key ComponentsTwo Key Components

• Message Graph Construction
– Node: a message, Edge: if a pair of messages (nodes) are similar, add an edge
– Measure message similarity by near-duplicate detection algorithm
– Use MapReduce framework to improve efficiency

• Campaign (subgraph) Extraction
– Find subgraphs each of which is dense like maximal cliqueFind subgraphs each of which is dense like maximal clique
– Use effective and efficient algorithm for campaign extraction

• Twitter Datasets (Short Text)
S ll d t t 1 912– Small dataset – 1,912 messages

– Large dataset – 1.5 million messages



Message Graph ConstructionMessage Graph Construction
Id if i l d f M G h C i• Identifying correlated messages for Message Graph Construction

– Unigram
– Shingling
– I-Match
– SpotSigs

M “i thi k l d i i ”
4-Shingling: {“i think lady gaga”, “think lady gaga is”, “lady gaga is unique”, “gaga is 

unique person”}

Message = “i think lady gaga is unique person”

q p }

I-Match: {“think”, “lady”, “gaga”, “unique”, “person”}   {“gaga”, “lady”, “person”, 
“think”, “unique”} -> {“gagaladypersonthinkunique”} 

SpotSigs: {“i:lady:gaga” “think:lady:gaga” “is:unique:person”}SpotSigs: { i:lady:gaga , think:lady:gaga , is:unique:person }



Identifying Correlated MessagesIdentifying Correlated Messages
1 912 (k d h)• 1,912 messages (know ground truth)
– 298 pairs of similar messages

• Experimental results for Identifying correlated messages



Campaign (subgraph) ExtractionCampaign (subgraph) Extraction

• K-means clustering algorithm

• Loose campaign extraction (maximally connected 
components)

• Strict campaign extraction (maximal cliques)

• Cohesive campaign extraction (approximate approach to 
t t d l t d t )extract densely connected components)



Cohesive Campaign ExtractionCohesive Campaign Extraction
B

A D

B

C

• Maximum co-clique size CC(x,y):
– The biggest clique in the graph such that both vertices are 

b f th limembers of the clique 
– CC(A,B) = 3

• Maximum clique size C(x):• Maximum clique size C(x): 
– The biggest clique it can participate
– C(A) = 4( )

Wang et al. CSV: visualizing and mining cohesive subgraphs. In SIGMOD, 2008.



Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
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Cohesive Campaign ExtractionCohesive Campaign Extraction
Cohesive Campaign
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Campaign (subgraph) ExtractionCampaign (subgraph) Extraction

• 1,912 messages (know ground truth)
– 298 pairs of similar messages

11 true campaigns– 11 true campaigns

• Effectiveness Comparison of Campaign DetectionEffectiveness Comparison of Campaign Detection 
Approaches



So FarSo Far…
• Looked at a smallish dataset (with ground truth).

• 4-shingling and cohesive campaign extraction 
are the best approaches for message graphare the best approaches for message graph 
construction and campaign extractions.

• Next, apply these approaches to “the wild”.



Campaigns in the WildCampaigns in the Wild
1 5 illi 7 033 i• 1.5 million messages → 7,033 campaigns 
(>= 4 messages)

• Five campaign categories -- 200 campaigns (>= 32 messages)Five campaign categories  200 campaigns (>= 32 messages)
– Spam, promotion, template, celebrity and babble campaigns

100% spam

70%

80%

90%

spam

promotion

template

celebrity

40%

50%

60%

P
er

ce
n
t

babble

10%

20%

30%

0%

top 50 top 100 top 200

Campaigns



Examples of CampaignsExamples of Campaigns
Spam Campaigns

#Monthly Iron Man 2 (Three-Disc Blu-ray ...  
http://bit.ly/9L0aZU
#getit Iron Man 2 (Three-Disc Blu-ray ...  
http://bit.ly/bREezs

@Judd6149 Did you know you can view … 
http://tinyurl.com/ch7d5b
@Gleneagleshotel Did you know you can view … 
http://tinyurl.com/ybtfzys

#FollowWednesday Iron Man 2 (Three-Disc Blu-ray ... 
http://bit.ly/9haKNB

Template CampaignPromotion Campaign

@Re_Reading Did you know you can view ... 
http://tinyurl.com/ybtfzys

I posted a new photo to Facebook 
http://fb.me/KDa8EtY8
I posted a new photo to Facebook 
http://fb.me/CnFXpQvc

p p gPromotion Campaign
#FightPediatricCancer! RT and Dreyer's Fruit Bars will 
donate $1 …. http://bit.ly/aZudoJ
RT @SupportSPN: #FightPediatricCancer! RT and 
Dreyer's Fruit Bars will donate $1 … http://bit.ly/aZudoJ p p

I posted a new photo to Facebook 
http://fb.me/uwxJShsV

y $ p y
#FightPediatricCancer! RT and Dreyer's Fruit Bars will 
donate $1 … http://bit.ly/aZudoJ via @zaibatsu

Babble CampaignCelebrity Campaign Babble CampaignCelebrity Campaign
@justinbieber pleaseFollow me please

@justinbieber Please follow me I love you really!

I'm so tired!

I'm so tired today@justinbieber Please follow me I love you really!

@justinbieber please follow me : ] i love you ♥

I m so tired today

I'm so tired omg



Top 10 Largest CampaignsTop-10 Largest Campaigns



User Level Campaign DetectionUser Level Campaign Detection
M1: Support Breast Cancer Awareness, add a #twibbon 21

User MessagesUser ID
edge

1
3

M2: your avatar now! - http://bit.ly/4DQ6vq

M1: Support Breast Cancer Awareness, add a #twibbon
M2: your avatar now! - http://bit.ly/3mAWR1

M1: I'm having fun with @formspring. Create an account 

2

4

1

2

3 3

5

M2: follow me at http://formspring.me/xnadjeaaa
M1: @Wookiefoot Real Money Doubling Forex Robot Fap   
M2: Turbo 129$ http://bit.ly/ch9r1Hn?=mjkx
M1: @justinbebier Support Breast Cancer Awareness, add 
M2: your avatar now! http://bit ly/4DQ6vq

43

4

5

6M2: your avatar now! - http://bit.ly/4DQ6vq

M1: RT @justinbebier Support … #twibbon to 
M2: your avatar  now! - http://bit.ly/4DQ6vq6

1
2

1
2

3

5

4 3

5

4

5
6
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User Level Campaign DetectionUser Level Campaign Detection
62 i (> 4 ) 28 i (> 4 )62 campaigns (>= 4 users) 28 campaigns (>= 4 users)

Campaign Type Distribution (threshold: 20% similarity) Campaign Type Distribution (threshold: 50% similarity)

The higher threshold is, the larger the proportion of inorganic campaigns is.g g p p g p g



So far… Campaign Detection 
Approaches

• Graph-based spam campaign detection

• Content-driven campaign detection
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Conceptual Level of Tutorial ThemeConceptual Level of Tutorial Theme
Popular 3. Attention

Origin: Crowdturfing
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Misinformation

keywords  
or topics

1. Get Info

[3]

2. Feed Misinformation

Campaigns 
(Groups of users)

[2]

[1]
Social Spam
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Misinformation Detection ApproachMisinformation Detection Approach

• Supervised misinformation detection approach
– Detecting false news events on Twitter

– Detecting fake images on Twitter during Hurricane 
Sandy



Detecting false news events on Twitter



Chileans love TwitterChileans love Twitter

• Prominent role for communications
– online and offline

All bli fi t t• All public figures tweet

• Well integrated with traditional media
E E th k i F b 27 2010– E.g., Earthquake in Feb 27, 2010.

Castillo, C., Mendoza, M., and Poblete, B. Information credibility on twitter. In WWW, 2011.D







Twitter helped butTwitter helped, but ...

• Large majority of tweets were very helpful

• Some tweets were not
– False tsunami warnings
– False reports of lootingp g
– ...





Supervised classificationSupervised classification

• Goal: detecting false news events (sets of 
tweets))

• Approach:
E t (t t t ) f T itt M it– Events (tweet sets) from TwitterMonitor

• [Mathioudakis & Koudas 2010]
– Labels from Amazon's Mechanical Turk

• Event types: news, chat or unsure
• Given news events, label each one to either 

credible or not
– Built decision trees for each task



Labeling: News or ChatLabeling: News or Chat
• 383 events from TwitterMonitor.net 

[Mathioudakis & Koudas]

• 7 evaluators per event7 evaluators per event

> 5 agreement• >=5 agreement



Spreading a specific 
news/event

OR

Conversation or 
comments amongcomments among 

friends.



Labeling: Credible or NotLabeling: Credible or Not

• 747 events 
automatically y
classified as 
newsnews

• 7 evaluators 
per event

• >=5 agreement5 agreement



Almost certainly true

Likely to be true

Likely to be false

Almost certainly false



Credible tweets for users tend toCredible tweets for users tend to ...

• Have a URL

• Don't have exclamation marks

• Express a negative sentiment

• Are re-posted by prolific users

• Are re-posted by well-connected users• Are re-posted by well-connected users



Experimental ResultsExperimental Results

89% accuracy

86% accuracy



Detecting fake images on Twitter 
during Hurricane Sandy



Background: Hurricane SandyBackground: Hurricane Sandy
• Dates: Oct 22 - 31, 2012
• Category 3 storm
• Damages worth $75 billion USD 
• Coast of NE America [Atlantic ocean]

Gupta, A., Lamba, H., Kumaraguru, P., and Joshi, A. Faking Sandy: characterizing and identifying fake 
images on Twitter during Hurricane Sandy. In WWW Companion, 2013



MotivationMotivation



MotivationMotivation



Goal and MethodologyGoal and Methodology
• Goal: Detecting tweets containing fake images

• Methodology



Data Description Total Sandy DatasetData Description – Total Sandy Dataset
Total Tweets 1,782,526
Total unique users 1,174,266
Tweets with URLs 622,860



Data FilteringData Filtering
• Reputable online resource to filter fake and real 

images
– Guardian collected and publically distributed a list of 

fake and true images shared during Hurricane Sandy

Tweets with fake images 10,350
Users with fake images 10,215 
Tweets with real images 5,767 
Users with real images 5,678



Characterization Fake Image PropagationCharacterization – Fake Image Propagation

• 86% of tweets spreading the fake images were retweets
• Top 30 users out of 10,215 users (0.3%) resulted in 90% 

f th t t f f k iof the retweets of fake images



Role of Explicit Twitter NetworkRole of Explicit Twitter Network

• Crawled the Twitter network for all users who 
tweeted the fake image URLs

• Analyzed role of follower network in fake imageAnalyzed role of follower network in fake image 
propagation
– Just 11% overlap between the retweet and followerJust 11% overlap between the retweet and follower 

graphs of tweets containing fake images



ClassificationClassification
5 f ld lid i• 5 fold cross validation

• Randomly selected fake 
tweets equal to number of q
real tweets to prevent bias in 
the classification



Classification ResultsClassification Results

• Best results were obtained from Decision Tree classifier, the 
researchers got 97% accuracy in predicting fake images from real.

• Tweet based features are very effective in distinguishing fake 
images tweets from real.



So far… Misinformation Detection 
Approach

• Supervised misinformation detection approach
– Detecting false news events on Twitter

– Detecting fake images on Twitter during Hurricane 
Sandy
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Crowdturfing (Crowdsourcing + Astroturfing)Crowdturfing (Crowdsourcing + Astroturfing)

D fi i i f d fi f h l id hill b• Definition of crowdturfing: masses of cheaply paid shills can be 
organized to spread malicious URLs in social media, form artificial
grassroots campaigns (“astroturf”), and manipulate search engines.

• A Multimillion-dollar industry in Chinese crowdsourcing sites
90% dt fi t k [MIT T h l R i ]– 90% crowdturfing tasks [MIT Technology Review]

• 70~95% crowdturfing tasks at several U.S. crowdsourcing sites [Wang70 95% crowdturfing tasks at several U.S. crowdsourcing sites [Wang 
et al., WWW 2012]

Wang et al. WWW 2012



Targeted Crowdsourcing SitesTargeted Crowdsourcing Sites

• Eastern crowdsourcing sites
– Zhubajie (ZBJ)j ( )
– Sandaha (SDH)

• Western crowdsourcing sites
– Microworkers.com
– ShortTask comShortTask.com
– Rapidworkers.com



Eastern Crowdsourcing Sites



Crowdturfing SitesCrowdturfing Sites
• Focus on the two largest sites

– Zhubajie (ZBJ)
– Sandaha (SDH)

• Crawling ZBJ and SDHg
– Details are completely open
– Complete campaign history since going onlinep p g y g g

• ZBJ 5-year history 
• SDH 2-year history

Wang, G., Wilson, C., Zhao, X., Zhu, Y., Mohanlal, M., Zheng, H., and Zhao, B. Y. Zhao. Serf and turf: 
crowdturfing for fun and profit. In WWW, 2012.



Crowdturfing WorkflowCrowdturfing Workflow

Customers Agents WorkersCampaignCustomers
 Initiate 

campaigns

Agents
 Manage 

campaigns 

Workers
 Complete 

tasks for 
Tasks

p g

 May be 
legitimate

p g
and workers

 Verify

money

 Controllegitimate 
businesses

Verify 
completed 
tasks

Control 
Sybils on 
other 
websites

Reports

websites

Worker Y ZBJ/SDHCompany X



Campaign Information

Campaign ID

Promote our product using your 
blog

Get the Job

p g

Input Money

Category Blog Promtion

Submit Report
Rewards 100 tasks, each ￥0.8

77 submissions accepted
Still need 23 more

Report generated b orkers

Check 
Details

Status Ongoing (177 reports submitted)

Report generated by workers
Report ID

Report Cheating
URL

S

WorkerID

Experience

R i

p g

Screens
hot

Reputation



High Level StatisticsHigh Level Statistics

Site
Active
Since

Total
Campaigns Workers Reports

$ for
Workers

$ for
Site

ZBJ Nov  2006 76K 169K 6 3M $2 4M $595KZBJ Nov. 2006 76K 169K 6.3M $2.4M $595K
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Spam Per WorkerSpam Per Worker
• Transient workers

– Makes up majority 90

100

of a diverse 
worker population

6

70

80 Prolific workers

• Prolific workers
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Are Workers Real People?Are Workers Real People?
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Campaign TypesCampaign Types
Top 5 Campaign Types on ZBJ

Campaign Target
# of 

Campaigns
$ per 

Campaign
$ per 
Spam

Monthly 
Growth

$ $Account Registration 29,413 $71 $0.35 16%

Forums 17,753 $16 $0.27 19%

I t t M  G 12 969 $15 $0 70 17%Instant Message Groups 12,969 $15 $0.70 17%

Microblogs (e.g. Twitter/Weibo) 4061 $12 $0.18 47%

Blogs 3067 $12 $0 23 20%Blogs 3067 $12 $0.23 20%

• Most campaigns are spam generation
• Highest growth category is microblogging

• Weibo: increased by 300% (200 million users) in a single year (2011)
$100  di  f 100K W ib• $100  audience of 100K Weibo users



Western Crowdsourcing Sites



Research Goal and FrameworkResearch Goal and Framework
G l l h d l i f d f• Goal: reveal the underlying ecosystems of crowdturfers

• In crowdsourcing sitesIn crowdsourcing sites
– Who are these participants?
– What are their roles? 

– What types of campaigns are they engaged in?
Lee, K., Tamilarasan, P., and Caverlee, J. Crowdturfers, Campaigns, and Social Media: Tracking and 
Revealing Crowdsourced Manipulation of Social Media. In ICWSM, 2013.



Requesters and WorkersRequesters and Workers

• Collected and analyzed 144 requesters’ profiles and 4,012 workers’ profiles in a Western 
d i it Mi kcrowdsourcing site, Microworkers.com

• Major portion of the workers are from the developing countries
• 70% of all requesters are from the English-speaking countries

– United States, UK, Canada, and Australia.
S rprisingl the orkers ha e done abo t 3 million tasks and ha e earned a half million• Surprisingly, the workers have done about 3 million tasks and have earned a half million 
dollars



Analysis of Crowdturfing Tasks
D l d 505 k i i 63 042 j b f h

Analysis of Crowdturfing Tasks
• Dataset: sampled 505 tasks containing 63,042 jobs from three 

Western crowdsourcing sites such as Microworkers.com, 
ShortTask.com and Rapidworkers.com.

• Five groups of the Tasks
– Social Media Manipulation [56%]:

W k t t t i l di• Workers to target social media

– Sign Up [26%]:
• Workers to sign up on a website for several reasons (e.g., to increase the user pool, 

and promote advertisements)and promote advertisements)

– Search Engine Spamming [7%]:
• Workers to search for a certain keyword on a search engine, and then click the 

specified linkspecified link

– Vote Stuffing [4%]:
• Workers to cast votes

– Miscellany [7%]:
• Some other activity



Vote StuffingVote Stuffing



Research Questions in Social MediaResearch Questions in Social Media

• By linking crowdturfing tasks and participants on crowdsourcing
sites to social media
– Can we uncover the implicit power structure of crowdturfers?
– Can we automatically distinguish between the behaviors of crowdturfers

and regular social media users?and regular social media users?



Linking Crowdsourcing Workers to Social MediaLinking Crowdsourcing Workers to Social Media

65 f 505 k ( i ) d T i• 65 out of 505 tasks (campaigns) targeted Twitter.
– Tweeting about a link
– Following a twitter user

• Twitter DatasetTwitter Dataset



Analysis of Twitter WorkersAnalysis of Twitter Workers

• Activity and linguistic characteristics (by LIWC)

k l i t ith th i @• workers rarely communicate with other users via @username
• workers are less personal in the messages they post than non-

workers



Network Structure of Twitter WorkersNetwork Structure of Twitter Workers

• Twitter workers on average are densely connected to 
each other.

• The graph density of the workers is higher than the 
h d it f T ittaverage graph density of Twitter users.



Professional WorkersProfessional Workers
D fi i i i i d i h k i T i• Definition: participated in three or more tasks targeting Twitter.

• Surprisingly, graph density of 187 professional workers is even 
higher than all workers’ graph densityg g p y



MiddlemenMiddlemen
• Definition of Middlemen: Whose messages were often 

retweeted by the professional workers. These middlemen 
are the message creatorsare the message creators.

• Top 10 Middlemen• Top-10 Middlemen
•Most of the middlemen are 
interested in social media strategy, 
social marketing and SEO.

•Several middlemen opened their 
l i O C CAlocation as Orange County, CA.

•Some of them also often retweeted
th iddl ’other middlemen’s messages.



Detecting Crowd WorkersDetecting Crowd Workers

T itt D t t• Twitter Dataset:

• Feature Categoriesg
– User Demographics: account age, and other descriptive information about the user
– User Friendship Networks: number of followers, following and bi-directional friends, etc
– User Activity: number of posted tweets, number of links in tweets, etc
– User Content : personality features (LIWC), content similarity, etc

• Top-10 Features (by chi-square)



Detecting Crowd Workers (Cont’d)Detecting Crowd Workers (Cont d)

• Performance Results (by 10-fold cross-validation)
Classifier Accuracy F1  AUC FNR FPR

Random Forest 93 26% 0 966 0 955 0 036 0 174Random Forest 93.26% 0.966 0.955 0.036 0.174

• Consistency of Worker Detection over Time (a month later)

Classifier Accuracy F1 FNRClassifier Accuracy F1  FNR
Random Forest 94.3% 0.971 0.057

This positive experimental result shows that their classification approach 
is promising to find new workers in the future



So far CrowdturfingSo far…Crowdturfing

• Eastern crowdsourcing sites
– Zhubajie (ZBJ)j ( )
– Sandaha (SDH)

• Western crowdsourcing sites
– Microworkers.com
– ShortTask comShortTask.com
– Rapidworkers.com
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ScheduleSchedule
Introd ction to Social Media Threats14:00 ~ 14:10 Introduction to Social Media Threats 
(Social Spam, Campaigns, Misinformation and Crowdturfing)

14:10 ~ 14:55 Social Spam14:10 ~ 14:55 Social Spam

14:55 ~ 15:30 Campaigns

15:30 ~ 16:00 Break

16:00 ~ 16:30 Misinformation16:00  16:30 Misinformation

16:30 ~ 17:10 Crowdturfing

17:10 ~ 17:30 Challenges, Tools and Conclusion



Open Research ChallengesOpen Research Challenges
• Need for large, accurate, up-to-date data sets

– APIs
Hard crawling– Hard crawling

– Shared datasets
– Purchasing data (e.g., Gnip)g ( g , p)
– Data grant or know an insider

• Labeling
– Manual labeling

U d i d– Use crowd wisdom
– Get labeled data from a social media site
– BlacklistBlacklist



Open Research ChallengesOpen Research Challenges
• Integration of multiple techniques for data processing 

and modeling
Big data analysis machine learning (data mining) information– Big data analysis, machine learning (data mining), information 
retrieval, visualization, etc 

• Interdisciplinary research for analysis 
– computer science, social science, psychology, etc

• Arms race (endless battle)
S d li i h th i b h i– Spammers and malicious users change their behaviors or use new 
techniques to avoid existing detection approaches

– Spammers and malicious users move to another site



Useful ToolsUseful Tools
• Machine learning

– Weka: http://www.cs.waikato.ac.nz/ml/weka/
– scikit-learn: http://scikit-learn.org/stable/
– LingPipe (linguistic analysis): http://alias-

i.com/lingpipe/

• Visualization
– Matplotlib: http://matplotlib.org/Matplotlib: http://matplotlib.org/
– Gephi: https://gephi.org/
– Graphviz: http://www.graphviz.org/Graphviz: http://www.graphviz.org/



Useful ToolsUseful Tools
• Big data analysis and visualization

– Hadoop (MapReduce): http://hadoop.apache.org/
– Pig: https://pig apache org/Pig: https://pig.apache.org/
– Hive: https://hive.apache.org/
– Cascalog: http://cascalog.org/
– Giraph: https://giraph.apache.org/

• Scalable machine learning• Scalable machine learning
– Mahout: https://mahout.apache.org/

• Large scale stream processing
– Storm: http://storm.incubator.apache.org/
– Summingbird: https://github.com/twitter/summingbird



ConclusionConclusion
• We covered four social media threats

– Social Spam
Campaigns– Campaigns

– Misinformation
– Crowdturfingg

• We focused on countermeasures and their experimental 
results

• Tutorial slides:
– http://digital.cs.usu.edu/~kyumin/tutorial/www2014.html
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their presentation slides. p
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