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ABSTRACT
Scholars in academia are involved in various social relation-
ships such as advisor-advisee relationships. The analysis of
such relationship can provide invaluable information for un-
derstanding the interactions among scholars as well as pro-
viding many researcher-specific applications such as advi-
sor recommendation and academic rising star identification.
However, in most cases, high quality advisor-advisee rela-
tionship dataset is unavailable. To address this problem,
we propose Shifu, a deep-learning-based advisor-advisee re-
lationship identification method which takes into account
both the local properties and network characteristics. In
particular, we explore how to crawl advisor-advisee pairs
from PhDtree project and extract their publication infor-
mation by matching them with DBLP dataset as the ex-
perimental dataset. To the best of our knowledge, no prior
effort has been made to address the scientific collaboration
network features for relationship identification by exploiting
deep learning. Our experiments demonstrate that the pro-
posed method outperforms other state-of-the-art machine
learning methods in precision (94%). Furthermore, we ap-
ply Shifu to the entire DBLP dataset and obtain a large-scale
advisor-advisee relationship dataset.

Keywords
Scholarly Big Data; Deep Learning; Relation Mining; Coau-
thor Network.

1. INTRODUCTION
The role of advisors in advisee future performance is adamant-

ly important. Previous literature suggests that both advi-
sors and advisees benefit from the advisor-advisee relation-
ships [1, 2]. For instance, while advisees receive specialized
guidance, social support, and career coaching from the advi-
sor, advisors also benefit from the collaborations with their
advisees [3]. Institutions benefit from advisor-advisee rela-
tionships as well because advisees are more likely to work for
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Figure 1: An example of advisor-advisee relation-
ship in scientific collaboration networks.

their institutions after graduation, which leads to the organi-
zational citizenship behaviors [4]. Awareness of the advisor-
advisee relationships can provide significant information for
many researcher-specific applications such as advisor rec-
ommendation and academic rising star identification. For
example, based on the advisor-advisee relationships, we can
better understand what attributes a great advisor has, how
the advisors’ academic performance influences the future de-
velopment of advisees, and how to predict the future success
of the junior scholars.

However, lack of high-quality annotated dataset makes it
challenging to investigate advisor-advisee relationships. Al-
though there are several projects that aim to collect such re-
lationships, such as Mathematics Genealogy Project1, The
Academic Family Tree2, and PhDTree project3, they stil-
l suffer from some drawbacks. On the one hand, these
projects heavily rely on manual efforts, which results in
limited records. On the other hand, most of the existing
projects provide little background or contextual information,
which limits the feasibility of utilizing automatic approach-
es, i.e., supervised learning. The anatomy of advisor-advisee
relationships requires other academic information such as
publications, collaborators, and h-index. An ideal solution
to generate a suitable advisor-advisee dataset is to design
a method that can automatically extract the relationships
from scholarly big data such as DBLP (Digital Bibliography
and Library Project), MAG (Microsoft Academic Search),

1http://genealogy.math.ndsu.nodak.edu/index.php
2http://academictree.org/
3http://PhDTree.org/
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and APS (American Physic Society). In this work, we as-
sume that every advisee has one advisor at the beginning,
while multi-tutor situation is not considered. As depicted
in Fig. 1, these relationships are hidden in scientific col-
laboration networks because advisees collaborate with their
advisors to publish papers.

Mining advisor-advisee relationship is a challenging prob-
lem due to the ‘Big Data’ nature of modern scholarly data,
i.e., the 4 Vs [5]. First (Volume), the increasing volume of
scholarly big data makes it difficult to identify such relation-
ships. There are millions of papers, authors, and interaction
relationships among them. Second (Variety), existing schol-
arly data mining methods in relation mining mainly take
advantagess of text mining and natural language process-
ing technologies to analyze well-structured data. However,
scholarly big data contains heterogeneous information such
as authors, papers, venues, and various relationships such as
coauthor, citation, and co-work [6]. Third (Velocity), social
relationships like advisor-advisee relationships are highly dy-
namic. One student may have multiple advisors during dif-
ferent time periods such as master versus Ph.D. Meanwhile,
an advisee more likely becomes an advisor after graduation.
At last (Veracity), the number of co-publications between
different advisor-advisee pairs may have a great difference.
The lack of ground truth data challenges the traditional su-
pervised learning approaches.

In this work, we propose a novel deep learning model
named Shifu (‘Shifu’ is the Chinese pinyin of ‘advisor’) to
identify every junior scholar’s advisor, which employs schol-
ars’ local properties as well as the structural features. Shifu
is a kind of stacked autoencoder model which considers vari-
ous factors that determine the advisor-advisee relationships.
Stacked autoencoder is one of the typical deep learning mod-
els [7], which uses multi-layer architectures to extract inher-
ent features in data. As advisor-advisee relationships are
complicated in nature, deep learning architecture can repre-
sent input features without prior knowledge. Hence, we take
advantages of the stacked autoencoder model to learn and i-
dentify advisor-advisee relationships. Additionally, we crawl
advisor-advisee pairs from the PhDTree project to train the
proposed model. Unlike prior studies, in this paper, we pro-
pose a number of novel features, e.g., collaboration duration
and academic age, in the deep learning framework to identi-
fy social relationships. Through extensive results, we show
that Shifu can achieve a precision of 0.94, which is higher
than some exsiting machine learning methods.

The main contributions of this work are as follows:

• Problem Formulation. We formulated the problem
of advisor-advisee relationships identification and cal-
culated scholars’ local properties (academic age, num-
ber of publications, collaboration times etc.) and advisor-
advisee similarity (academic age difference and cohe-
sion).

• Benchmark Dataset. We crawled advisor-advisee
pairs from Academic Genealogy Wiki project and ex-
tracted their publication information by matching them
with DBLP dataset as the benchmark dataset.

• Mining Algorithms. We presented the first deep-
learning based advisor identifying model, called Shifu
and conducted extensive experiments to verifying the
performance of proposed method.

• New Knowledge. We applied Shifu to the whole
DBLP dataset to generate a large-scale advisor-advisee
dataset for future studying, which is an enrichment
of advisor-advisee relationships on the entire DBLP
dataset.

The rest of the paper is organized as follows. Related
work is discussed in the next section. Section 3 discusses
the design of our proposed model. Section 4 discusses the
details of experimental results. Finally, section 5 concludes
this paper.

2. RELATED WORK
In this section, we discuss our work in light of the related

literature on academic collaboration networks, deep learning
model, and relation mining respectively.

2.1 Scientific Collaboration Networks
Modern science is becoming more and more collaborative

and scholars from different disciplines start collaborating fre-
quently to write papers. Scientific collaboration, which is p-
resented by the coauthor relationship, is a strong social rela-
tionship. Advisor-advisee relationship is hidden in scientific
collaboration. Based on the coauthorship we can construct
a scientific collaboration network [8]. In scientific collabora-
tion networks, two scholars are considered connected if they
coauthored a paper. Understanding the structure and social
rules of scientific collaboration networks is of great impor-
tance and extensive studies had been done on this topic.

Newman [9, 10] analyzed the collaboration networks in
Biology, Medicine, Physics, and Computer Science by using
author attributions from papers and preprints appearing in
these fields over a 5-year period from 1995 to 1999. This
work presented the first look at the collaboration networks
and discussed many theoretical measures such as cluster-
ing, the giant component, centrality, and shortest path. In
this paper, we utilize the scientific ego network [11] to mine
advisor-advisee relationships. From an ego perspective of
life-long scientific collaboration networks, Peterson [12] an-
alyzed the 473 collaboration profiles and 166,000 collabora-
tion records. The research results revealed that scientific
collaboration networks are dominated with weak ties char-
acterized by high turnover rates.

2.2 Deep Learning
Deep learning allows computational models which consist

multiple processing layers to represent data with multiple
levels of abstraction [13]. It has drawn a lot of academic
and industrial interests including speech recognition, visual
object recognition, and object detection [14, 15]. Deep learn-
ing algorithms could discover the inherent structure in large
datasets by using back propagation algorithm to optimize
the machine learning parameters that are used to define the
representation in each layer from the representation in the
previous layer.

In this paper, a typical deep learning architecture called
stacked autoencoders [16] is employed as the basis of Shi-
fu. We believe that deep learning will succeed in identifying
advisor-advisee relationships because it requires very little
engineering. It can easily take advantages of increasing com-
putation and data. Meanwhile, the representation ability of
deep learning can easily settle the complex and logistical
relationships among input features.
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2.3 Relationship Identification
Scholars are embedded in academic social networks and

therefore are connected with other scholars in different rela-
tionships such as colleague and schoolmate. Advisor-advisee
relationship identification is within the scope of relation min-
ing [17]. Relation mining is a crucial issue in social network
analysis. Relation mining mainly employs the network theo-
ry and language processing technique on text data and struc-
tured data including user profiles, online social media, and
digital libraries.

Given the importance of social relationship identification
and analysis, many studies have been done on the identifi-
cation of intimate relationship [18, 19, 20]. Diehl et al. pro-
posed to identify the formation and evolution of online user
relationships to discover collaboration networks [18]. They
formulated the relationship identification problem as iden-
tifying relevant communications that substantiate a given
social relationship type. Oloritun et al. [19] identified close
friendship ties via interactions in different periods, spatial
proximity, and gender similarity using logistic regression on
time-resolved face-to-face interactions. Steurer et al. lever-
aged [20] online social network data and location-based data
to classify relationship as either partners or acquaintances
using both supervised and unsupervised methods. The pa-
per presented by Wang et al. [17] is closely related with our
work. However, it did not consider the local properties of
scholars such as academic age and number of publication-
s. In addition, their method lacks ground truth data for
training and evaluation.

3. DESIGN OF SHIFU
The Shifu advisor-advisee relationship mining model is

based on the assumption that advisor-advisee relationships
can be estimated or inferred by leveraging the coauthor net-
work. Usually, a junior scholar will collaborate with his/her
advisor at the beginning of academic career. These collab-
orations can be located in digital libraries such as DBLP
and AMiner. Shifu takes advantage of stacked autoencoder,
which is a typical framework of deep learning, as the basic
model for learning and training advisor-advisee relationship-
s. Meanwhile, we extract factors that determine an advisor-
advisee relationship from the coauthor network as the input
of Shifu. Furthermore, in order to train Shifu, we crawl
advisor-advisee pairs from universities in the field of Com-
puter Science from Academic Genealogy Wiki project and
match these advisor-advisee pairs with DBLP dataset to get
advisees’ collaboration networks. After learning and train-
ing, the Shifu is applied to the whole DBLP dataset to gain
all the advisor-advisee pairs in Computer Science and an
advisor-advisee dataset can be gained. The idea of design-
ing Shifu is presented in Fig. 2.

3.1 Problem Formulation
In this work, we aim to find advisor-advisee pairs from

scholarly big data, i.e., DBLP. In general, every scholar gets
coached at the early stage of his/her academic career. For
example, in China, PhD students take 3 to 8 years to get
graduation. Thus, we are required to focus on the publica-
tion information at the early stage to find out their advisors.

We assume there is a scholar i and a set of his/her col-
laborators J = {j1, j2...jn} in DBLP where one of J is the
advisor of i. The multi-tutor situation is not considered

Figure 2: The framework of Shifu.

in this work because few students will have more than one
advisors (which is verified in the training data).

We define and calculate the advisor-advisee strength Si,j

where each sij is a set of features {s1, s2...sv} that deter-
mines an advisor-advisee relationship. For example, s1 can
be the collaboration times between i and j. Then, the task
becomes finding a suitable way to present Si,j for every po-
tential advisor-advisee pairs i, j. The advisor-advisee rela-
tionship mining problem can be formulated as:

Input: A scholar i, the set of his/her collaborators J , and
advisor-advisee strength Si,j .

Output: Whether j is i’s advisor?

Meanwhile, another important problem we have to solve is
to find a collection of advisor-advisee pairs as the ground
truth for model training and evaluation.

3.2 Model Description
The Shifu model is built based on the stacked autoen-

coders, which uses autoencoders as the foundation to create
a deep network. There are mainly three steps to build the
Shifu: unsupervised feature learning, hidden layer training,
and supervised fine tuning.

3.2.1 Unsupervised Feature Learning
Since the advisor-advisee relationship is complex and time-

varying, it is difficult to manually label what features will
determine such relationship. We want to use autoencoders
to represent raw input features. Thus, Shifu uses the au-
toencoder to reproduce its input to get better feature repre-
sentation with unsupervised learning. An autoencoder con-
sists of one input layer, one hidden layer, and one output
layer. The input layer is a set of training samples x =
{x(1), x(2), x(3), ...x(m)}. The autoencoder aims at finding a

suitable function hW,b(X) to make z = {z(1), z(2), ...z(m)} '
x. In order to get such function, it has two steps, coding and
decoding. The coding step encodes the input x to a hidden
representation y(x(i)) based on a coding function (Equation
1).

y(x) = f(W1x+ b1) (1)

where W1 is the coding matrix, b1 is the coding bias vector.
The decoding step decodes the representation y(x(i)) back

to x(i) with a reconstruction function (Equation 2).

z(x) = g(W2y(x) + b2) (2)
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where W2 is the decoding matrix, b2 is the decoding bias
vector. Meanwhile, similar with other activation functions
in neural networks [7], the activation function of f(x) and
g(x) in this paper is logistic sigmoid function:

f(x)/g(x) =
1

1 + exp(−x)
(3)

The reason that we adopt this function as activation function
is that its derivative is:

f ′(x) = f(x)(1− f(x)) (4)

The model parameters can be calculated by minimizing the
cost function L(W, b), which can be calculated as:

L(W, b) =
1

m

m∑
i=1

L(W, b, x(i), y(i))

=
1

m

m∑
i=1

(
1

2
‖ x(i) − z(x(i)) ‖2)

(5)

3.2.2 Hidden Layer Training
In the unsupervised feature learning section, we define a

hidden layer which can represent the input layer with fewer
hidden units. After that, the Shifu is created by stacking
autoencoders to form a deep network with more than one
hidden layer. As can be seen from Fig. 3, considering Shifu
with t hidden layers, the first hidden layer is trained as an
autoencoder with the input training set X. After getting
the first hidden layer Y (x), the (k+ 1)th hidden layer takes
the output of kth hidden layer as the input. In this way, a
multi-layer deep network can be stacked hierarchically.

However, if the units of hidden layers are the same or
larger than the input layer, autoencoder could potentially
learn the identify function [7]. Thus, researchers introduced
sparsity constrain into autoencoders to solve this problem

[21]. In sparsity autoencoders, let a
(i)
j (x) be the activation

degree of the units j of hidden layer i, the average activation
degree of hidden layer ρj can be calculated as:

ρ′j =
1

m

m∑
i=1

[a
(i)
j (x(i))] = ρ (6)

where ρ is the sparse parameter which is a small value close
to 0 (e.g., 0.05). In order to achieve such sparse constrain,
we need to introduce another penalty factor to maintain
ρ′j = ρ. The penalty factor can be calculated based on the
Kullback-Leibler (KL) divergence, which is defined as

N∑
j=1

KL(ρ′j ‖ ρ) =

N∑
j=1

[ρ log
ρ

ρ′j
+ (1− ρ) log

1− ρ
1− ρ′j

] (7)

where N is the number of units in hidden layer i. Thus, the
cost function can be calculated as:

Lsaprse(W, b) = L(W, b) + β

N∑
j=1

KL(ρ′j ‖ ρ) (8)

3.2.3 Supervised Fine Tuning
After previous two steps, we can gain a better represen-

tation of the input features. However, all these procedures
are unsupervised, which can not be used for advisor-advisee
identification. To use these stacked autoencoders for rela-
tionship identification, we need to use a supervised classifier

Figure 3: Deep architecture of Shifu.

on the last hidden layer. As can be seen from Fig. 3, the
classifier takes the output of the last hidden layer as input
and outputs the classification results. In this paper, we use
a logistical regression as the classifier.

3.3 Model Learning
In order to minimize the cost function, the BP (Back

Propagation) method with gradient-based optimization method
is employed. Specifically, we adopt the greedy layerwise un-
supervised learning algorithm proposed by Hinton et al [22].
The main idea is to train the deep networks layer by layer
in a bottom-up order. The procedure is based on the idea
in [7] which can be described as follows.

• Train the parameters of the first hidden layer by mini-
mizing the cost function where the training data is the
input data.

• Train the second hidden layer by taking the output of
first hidden layer as the input.

• Repeat the second step for all the hidden layers.

• Train the classifier by taking the output of last hidden
layer as the input in a supervised way.

• Fine-tune the parameters with the BP method in a
supervised way.

3.4 Input Features
In order to apply the Shifu model to mine advisor-advisee

relationships, we need to input the collaboration informa-
tion between advisees and their collaborators. For the in-
put features, we consider all the possible factors determin-
ing an advisor-advisee relationship which can be extract-
ed from DBLP dataset. We consider the local properties
of advisees and their collaborators, and similarity between
them. Specifically, given an advisee i and his/her collabora-
tors J = {j1, j2...jn}, we mainly consider the local features
and network features as shown in Table 1.

The academic age of a given scholar is calculated by the
investigated year minus the year when he/she published first
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Table 1: Descriptions of input features
Feature Description
AAi academic age of i when first collaborating with j
Ni No. of i’s publication before collaborating with j
AAj academic age of j when first collaborating with i
Nj No. of j’s publication before collaborating with i
AD academic age difference value between i and j
CT collaborating times between i and j
CD collaborating duration between i and j
FTA number of times i and j being first two authors

Cohesion similarity between i and j (first 8 years)

paper. Based on the assumption that an advisee is coached
by his/her advisor at the beginning of the academic career,
we calculate all these input features based on publication
information during the first eight years. Since the cohesion
between two collaborators is time-varying, there are eight
different cohesion values during the investigated eight years.
Meanwhile, in order to improve the learning efficiency, we
normalize all the input features into [0, 1] with the min-max
normalization approach.

4. EXPERIMENTAL RESULTS
In this section, we present extensive experimental results

of evaluating the performance of Shifu. We describe how to
get the suitable experimental dataset from PhDTree project
and DBLP. We compare the proposed Shifu model with vari-
ous machine learning methods including Logistic Regression
(LR), k-Nearest Neighbor (KNN), Support Vector Machine
(SVM), Decision Tree (DT), and TPFG [17].

4.1 datasets
We use the PhDTree project, which is a crowd-sourced

wiki website to document the academic family tree of PhDs
worldwide, to gain the ground truth advisor-advisee pairs.
We crawl the advisor-advisee pairs in the field of Computer
Science. Since PhDTree contains little publication informa-
tion of a given advisee beside advisor-advisee relationships,
we match the advisee to the DBLP Computer Science Bibli-
ography Database to further gain their collaboration records
as well as publication information. Specifically, we crawl the
advisor-advisee pairs from sixteen famous universities such
as Carnegie Mellon University and Stanford University.

For each advisor-advisee pair, we first search and identify
advisors in PhDTree project and the advisees of the selected
advisors are crawled from their CVs. When we match the
name of an advisee, we use the regular expression to present
the name. For each advisee, we further match their infor-
mation in the DBLP dataset both considering the name of
the advisee and the name of his/her advisor. In other word-
s, only if we can match both the name of a given advisee
and his/her advisor, we define these two collaborators as
the ground truth advisor-advisee relationship pairs. Thus,
the name ambiguity problem can be solved. After name
matching, we crawled 3,423 advisor-advisee relationships.
For each advisee, we calculate the input features based on
the publication information in DBLP.

4.2 Parameter Settings
Considering the structure of Shifu, we need to determine

the number of hidden layers L and the number of hidden

units in each hidden layer U . Parameter setting is an im-
portant procedure since Shifu has good self-learning ability
which heavily relies on the number of hidden layers and the
number of hidden units. Although neural networks with
single hidden layer may have good learning ability, more
hidden layers will have better performance. However, as the
number of hidden layers and units increases, the number of
parameters will increase accordingly. If there are too many
hidden layers, it is difficult to use the BP method to train
the model because the error will diverge. In this paper, we
choose L from 1 to 6 and the number of U from 1 to 8. After
experiments, as can be seen from Fig. 4, we obtain the best
architecture which consists of three hidden layers, and the
number of units in each hidden layer is [7, 7, 7]. For instance,
such parameter setting has been proofed effectively in [7].

(a) Hidden Layers (b) Hidden Units

Figure 4: Performance of Shifu in terms of different
hidden units and hidden layers.

4.3 Results
Since the advisor-advisee identification is a dichotomy prob-

lem, i.e., j is the advisor of advisee i or j is not the advisor of
i, we choose four popular metrics, accuracy, precision, recall,
and F1 to evaluate the performance of Shifu. We randomly
select 90% advisor-advisee pairs in the datasets as the train-
ing dataset and the rest as the testing dataset. Meanwhile,
in order to test the stability and fidelity of Shifu, we use
k-fold (k=10 )cross validation in each experiment.

4.3.1 Effect of Time Length

Figure 5: Performance of Shifu over different time
length of input data.

Advisees may encounter with their advisors at different
academic ages. One the one hand, advisees may collabo-
rate with their advisors at the very beginning. On the other
hand, advisees may start collaborating with their advisors
after publishing several papers. It is difficult to find out
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when an advisee will collaborate with his/her advisor or how
long they will collaborate. To examine the influence of dif-
ferent data time length, we conduct experiments in this part
and the time length ranges from 1 to 8.

As shown in Fig. 5, if we merely consider the first aca-
demic age of advisees, the accuracy, precision, recall, and
F1 are very low. The overall trend of four evaluation met-
rics increases with more investigated years. It is noticeable
that if we use the advisees’ publication information of first
6 years, the Shifu can achieve relative better performance.
The reason accounting for this phenomena is that on average
it takes about 5 years for a PhD student to get graduated.
Meanwhile, there is a time delay for publication. For exam-
ple, an advisee may write one paper during PhD project and
this paper may get published after graduation. We thus take
advantages of the first-eight-year publication information for
each advisee to achieve better results in this paper.

4.3.2 Effect of Academic Age
Previous research on scientific collaboration network anal-

ysis mainly focuses on network properties from the macro-
scopic perspective [23, 24]. However, from the scholarly big
data, we can infer scholars’ local properties and features
from the microscopic perspective. We believe that exploit-
ing this local information and properties can benefit the re-
lationship identification. In Shifu model, we consider the
academic age, which is an important human demographic
property to measure the similarity between advisees and ad-
visors. Since the TPFG method does not take the academic
age into consideration, we do not adopt the TPFG method
to evaluate the effect of academic age.

The effect of academic age on the performance of Shifu
in comparison with the other algorithms can be seen in Fig.
4.3.1. We can see from Fig. 6(a), 6(b), and 6(c) that the
precision, recall, and F1 rate are 94.1%, 92.3%, and 92.8%
respectively, which means that Shifu can effectively identi-
fy the advisor-advisee relationships. Meanwhile, Shifu per-
forms better than KNN, SVM, and LR in precision, recall,
and F1 both with or without the factor of academic age.
Take precision rate as an example, Shifu is 2.4%, 3.9%, and
4.7% higher than KNN, SVM, and LR respectively. Mean-
while, experimental results show that academic age is an
important feature for all the experiments and baseline meth-
ods. Another conclusion we can gain from this figure is that,
these machine learning algorithms can accurately (> 90.1%
in precision) identify the advisor-advisee relationships. This
observation confirms the assumption that advisor-advisee is
a strong social relationship which is hidden in scientific col-
laboration networks.

4.3.3 Effect of Training Data Size
The ground truth dataset contains 3,423 advisor-advisee

pairs. In the experiments, we divide the dataset into two
subsets, training set and testing set. In order to explore
the performance of Shifu regarding to the size of training
dataset, we use different proportions of training dataset.

As shown in Fig. 7, Shifu performs better than other ma-
chine learning algorithms in terms of precision, recall, and
F1. Take the 90% fraction of training set as example, we
can see that Shifu is 3.5%, 4.2%, 4.4%, and 3.0% higher in
precision than KNN, SVM, LR, and TPFG respectively. An-
other observation from Figs. 7(a), 7(b), and 7(c) is that as
the fraction of training dataset increases, all methods tend

to have better performance. In our experiment, although
there are 3,423 advisor-advisors pairs, it would be better if
we take advantages of more ground truth datasets.

4.3.4 Effect of Input Features
Fig. 8 depicts the precision distribution regarding six im-

portant input features and the node distribution of each in-
put features. The size of the dot in each subfigure represents
the number of scholars at this point. Bigger circles indicate
that there are more fractions of nodes, whereas smaller cir-
cles mean less fractions of nodes.

Fig. 8(a) shows the distribution of advisor’s AA and the
precision of advisor-advisee relationship identification at d-
ifferent AA. It is clear that most advisors’ academic ages
range from 10 to 20 and fewer professors will continue di-
recting PhD students after academic age 35. The Shifu has
higher precision if the AA of the advisor is more than 10.
If the academic age of an advisor is samller than 5, it is
difficult for Shifu to identify his/her advisor-advisee rela-
tionship. The good news is that there are few such young
advisors. Meanwhile, if the advisor’s AA is higher than 30,
Shifu can reach a precision of 100%. Fig. 8(b) depicts the
effect of different academic ages on precision of Shifu in iden-
tifying advisee-advisors relationships. As illustrated in this
figure, the trend of precision goes up with higher academic
age differences, which is similar with that of AA. Fig. 8(c)
depicts the precision distribution in terms of advisors’ publi-
cation numbers. As can be seen in this figure, most advisors
have about fifty publications and Shifu performs better in
identifying advisors with more publications. We can also
notice from this figure that several advisors have only one
publication. In this case, Shifu can hardly identify these
advisor-advisee pairs. The effect of other input features is
shown in the rest subfigures.

4.4 Applications

Figure 9: Visualization of the largest connected
component in the DBLP genealogy.
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(a) Precision (b) Recall (c) F1

Figure 6: Comparison of Shifu with/without the factor of academic age in terms of precision, recall, and F1.

(a) Precision (b) Recall (c) F1

Figure 7: Comparison of Shifu with other methods in terms of precision, recall, and F1.

(a) Academic Age (b) Age Differences (c) Number of Publications

(d) Collaboration Times (e) Collaboration Duration (f) First Two Author Times

Figure 8: The effect of input features on the performance of Shifu in terms of precision.

Finally, we apply Shifu to the whole DBLP dataset. For
a given scholar in DBLP, we calculate the input features
based his/her first-eight-year publication information. Then
we run Shifu for each scholar. Thus, we can gain a large-
scale advisor-advise pair dataset, which is an enrichment of
advisor-advisee relationships on the entire DBLP dataset.
From preliminary results, we have inferred 1, 111, 513 advisor-
advisee pairs. For example, Fig 9 shows a subtree of DBLP
genealogy, where the color represents a family of scholars.

We can see the advisor-advisee relationships in a chronologi-
cal hierarchy. This advisor-advisee can also be used for many
theoretical and practical applications, such as visualization
of academic genealogy, mentor performance evaluation, and
anatomy of advisor-advisee relationships.
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5. CONCLUSION
We have studied the problem of mining the advisor-advisee

relationships from scholarly big data as attempt to automat-
ically generate a large-scale advisor-advisee dataset. Based
on the assumption that advisor-advisee relationships are hid-
den in coauthor networks, we propose a novel method named
Shifu based on deep learning algorithms. We define and cal-
culate a number of novel features to measure the similarity
between advisors and advisees extracted from scientific col-
laboration networks. In order to train and evaluate the pro-
posed model, we crawl advisor-advisee pairs from PhDTree
project and match them with DBLP digital libraries to gain
the ground truth dataset. Finally, extensive experimental
results demonstrate the effectiveness of our proposed model.
Future work includes generalizing Shifu to other disciplines.

6. REFERENCES
[1] R Dean Malmgren, Julio M Ottino, and Lúıs A Nunes
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