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ABSTRACT
Big data analytics is firmly recognized as a strategic priority
for modern enterprises. At the heart of big data analytics
lies the data curation process, consists of tasks that trans-
form raw data (unstructured, semi-structured and struc-
tured data sources) into curated data, i.e. contextualized
data and knowledge that is maintained and made available
for use by end-users and applications. To achieve this, the
data curation process may involve techniques and algorithms
for extracting, classifying, linking, merging, enriching, sam-
pling, and the summarization of data and knowledge. To fa-
cilitate the data curation process and enhance the productiv-
ity of researchers and developers, we identify and implement
a set of basic data curation APIs and make them available
as services to researchers and developers to assist them in
transforming their raw data into curated data. The cura-
tion APIs enable developers to easily add features - such as
extracting keyword, part of speech, and named entities such
as Persons, Locations, Organizations, Companies, Products,
Diseases, Drugs, etc.; providing synonyms and stems for ex-
tracted information items leveraging lexical knowledge bases
for the English language such as WordNet; linking extracted
entities to external knowledge bases such as Google Knowl-
edge Graph and Wikidata; discovering similarity among the
extracted information items, such as calculating similarity
between string and numbers; classifying, sorting and cate-
gorizing data into various types, forms or any other distinct
class; and indexing structured and unstructured data - into
their data applications. These services can be accessed via
a REST API, and the data is returned as a JSON file that
can be integrated into data applications. The curation APIs
are available as an open source project on GitHub.
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1. INTRODUCTION
Understanding and analyzing big data is firmly recog-

nized as a powerful and strategic priority [Chen et al. 2012,
Beheshti et al. 2016b]. For deeper interpretation of and
better intelligence with big data, it is important to trans-
form raw data (unstructured, semi-structured and struc-
tured data sources, e.g., text, video, image data sets) into cu-
rated data: contextualized data and knowledge that is main-
tained and made available for use by end-users (e.g. data
scientists and researchers) and applications (e.g. data and
machine learning applications). In particular, data curation
acts as the glue between raw data and analytics, providing
an abstraction layer that relieves users from time consum-
ing, tedious and error prone curation tasks. Data curation
involves identifying relevant data sources, extracting data
and knowledge, cleaning, maintaining, merging, enriching
and linking data and knowledge. For example, consider a
tweet in the Twitter [Kwak et al. 2010]: a microblogging
service that enable users tweet about any topic within the
140-character limit and follow others to receive their tweets.
It is possible to extract various information from a single
tweet text such as keywords, part of speech, named entities,
synonyms and stems [Gattani et al. 2013]. Then it is pos-
sible to link the extracted information to external knowl-
edge graphs to enrich and annotate the raw data. Later,
these information can be used to provide deeper interpre-
tation of and better intelligence with the huge number of
tweets in Twitter: every second, on average, around 6,000
tweets are tweeted on Twitter, which corresponds to over
350,000 tweets sent per minute, 500 million tweets per day
and around 200 billion tweets per year.

In particular, the data curation process enables extract-
ing knowledge and deriving insights from the vastly growing
amounts of local, external and open data. This task is vi-
tal for recent data analytics initiatives include: improving
government analytical services, personalized advertisements
in elections, and predicting intelligence activities [Tene and
Polonetsky 2012, Beheshti et al. 2016a]. In this paper, we
identify and implement a set of basic data curation APIs and
make them available to researchers and developers as ser-
vices to assist them in transforming their raw data into cu-
rated data. The curation services enable developers to easily
add features - such as extracting keyword, part of speech,
and named entities such as Persons, Locations, Organiza-
tions, Companies, Products, Diseases, Drugs, etc.; providing
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synonyms and stems for extracted information items lever-
aging lexical knowledge bases for the English language such
as WordNet1; linking extracted entities to external knowl-
edge bases such as Google Knowledge Graph2 and Wiki-
data3; discovering similarity among the extracted informa-
tion items, such as calculating similarity between string,
number, date and time data; classifying, sorting and cat-
egorizing data into various types, forms or any other dis-
tinct class; and indexing structured and unstructured data -
into their data applications. These services can be accessed
via a REST API, and the data is returned as a JSON file,
an easy-to-parse structure, that can be integrated into (data
and machine learning) applications. The basic data curation
APIs are available as an open source project on GitHub4.
The technical details for the curation APIs can be found in a
technical report [Beheshti et al. 2016d]. The rest of the pa-
per is organized as follows. In Section 2, we present an over
view of the curation services, while in Section 3 we describe
our demonstration scenario.

2. CURATION SERVICES OVERVIEW
To enhance the curation process, we propose a framework

for data curation feature engineering: this refers to charac-
terizing variables that grasp and encode information from
raw or curated data, thereby enabling to derive meaning-
ful inferences from data. An example of a feature is ‘men-
tions of a person in data items like tweets, news articles
and social media posts’. We propose that features will be
implemented and available as uniformly accessible data cu-
ration Micro-Services: functions or pipelines implementing
features. In particular, we will support a concrete set of fea-
tures [Anderson et al. 2013], organized in categories such as:
Extracting, Classifying, Linking, and Indexing algorithms.
The curation services use natural language processing tech-
nology and machine learning algorithms to transform raw
data into contextualized data and knowledge, e.g. by ex-
tracting semantic meta-data from content, such as infor-
mation on people, places, and companies and link them to
knowledge graphs such as WikiData and Google KG - using
similarity techniques - or classify the extracted entities using
classification services. We provide curation API endpoints
for performing content analysis on Internet-accessible web
pages, posted HTML or text content. We have provided
the technical details for the basic data curation APIs in a
technical report [Beheshti et al. 2016d]. In the following we
present an overview of the curation APIs.

2.1 Extraction Services
The majority of the digital information produced globally

presented in the form of web pages, text documents, news
articles, emails, and presentations expressed in natural lan-
guage text. Collectively, such data is termed unstructured
as opposed to structured data that is normalized and stored
in a database. The domain of Information Extraction (IE)
is concerned with identifying information in unstructured
documents. In most cases, this activity concerns processing
human language texts by means of Natural Language Pro-
cessing (NLP) [Beheshti et al. 2016c]. Accordingly, analysts

1https://wordnet.princeton.edu
2https://developers.google.com/knowledge-graph/
3https://www.wikidata.org/
4https://github.com/unsw-cse-soc/Data-curation-API

Curation Micro Service Get /Extraction.Named Entity

Description

Returns a list of Entities

Parameters
Name LocatedIn Description Required Schema

Text query Text Yes String (String)

Responses
Code Description Schema

200 Array (String) ArrayOfNamedEntities []

Try This Operation

Malcolm Bligh Turnbull  is the Prime Minister of Australia and the Leader of the Liberal 
Party. He assumed both offices by defeating Tony Abbott in a leadership spill on 14 September 
2015. The incumbent Turnbull Government was re‐elected at the 2016 federal election. Turnbull 
attended Sydney Grammar School before going to the University of Sydney, where he attained a 
Bachelor of Arts and a Bachelor of Laws. Turnbull then attended Brasenose College, Oxford as 
a Rhodes Scholar, where he attained a Bachelor of Civil Law. For over two decades prior to 
entering politics, Turnbull worked in both personal and managerial positions as a journalist, 
a lawyer, a merchant banker, a venture capitalist, and Chairman of the Australian Republican 
Movement. A self‐made multi‐millionaire, Turnbull purchased a stake of internet service 
provider Ozemail in 1994 for $500,000 and sold his stake just months before the dot com 
bubble burst in 1999  
                 
                

Try this Operation

NamedEntity API Output

Malcolm Bligh Turnbull :  PERSON Minister :  JobTitle Australia :  LOCATION Liberal Party : 
ORGANIZATION Tony Abbott :  PERSON 14 September 2015 :  DATE 2016 federal :  DATE
Turnbull :  PERSON Sydney Grammar School :  ORGANIZATION University of Sydney : 
ORGANIZATION Bachelor :  Degree Bachelor of Laws :  Degree Turnbull :  PERSON
Brasenose College :  ORGANIZATION Oxford :  LOCATION Bachelor of Civil Law :  Degree 
decades :  DURATION Turnbull :  PERSON venture :  Company Chairman :  JobTitle
Australian Republican Movement :  ORGANIZATION Turnbull :  PERSON internet service :  Media
Ozemail :  ORGANIZATION 1994 :  DATE $ 500,000 :  MONEY months :  DURATION 
DATE
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TwitterAPI ▼

URL ▼

Named Entity ▼

NamedEntity.extractEntities

NamedEntity.extractPerson

NamedEntity.extractCity

NamedEntity.extractCompany

NamedEntity.extractContinent

NamedEntity.extractCountry

NamedEntity.extractDrug

NamedEntity.extractOrganization

NamedEntity.extractProduct

NamedEntity.extractMoney

Part Of Speech Tag (POS) ▼

PartOfSpeech.Pos Tags

PartOfSpeech.Verb

PartOfSpeech.Adjective

PartOfSpeech.Adverb

PartOfSpeech.Noun

PartOfSpeech.Quotation

PartOfSpeech.Phrase

Synonym ▼

Stem ▼

Similarity ▼

Keyword ▼

Classification ▼

Contact (UNSW,SOC Group) ▼

Figure 1: An example of entity extraction service.
API endpoints are provided for performing content
analysis on Internet-accessible web pages, posted
HTML or text content.

may need a collection of natural language processing APIs
to understand entities, Part of Speech (PoS), keywords, syn-
onym, stems and more.

2.1.1 Named Entity
Named Entity Recognition (NER), also known as Entity

Extraction (EE), techniques can be used to locate and clas-
sify atomic elements in text into predefined categories such
as the names of persons, organizations, locations, expres-
sions of times, quantities, monetary values, and percent-
ages [Beheshti et al. 2016c]. In particular, named entities
carry important information about the text itself, and thus
are targets for extraction. Accordingly, NER is a key part
of information extraction systems that supports robust han-
dling of proper names essential for many applications, en-
ables pre-processing for different classification levels, and
facilitates information filtering and linking. State-of-the-
art NER systems for English produce near-human perfor-
mance [Beheshti et al. 2016c]. Figure 1 illustrates a screen-
shot of the basic data curation services presenting an exam-
ple for the named entity extraction task.

2.1.2 Part of Speech (PoS)
A Part-of-Speech (PoS) is a category of words (or more

generally, of lexical items) which have similar grammatical
properties [Martin and Jurafsky 2000]. Words that are as-
signed to the same part of speech generally display similar
behavior in terms of syntax - they play similar roles within
the grammatical structure of sentences - and sometimes in
terms of morphology, in that they undergo inflection for sim-
ilar properties. Commonly listed English parts of speech are
noun, verb, adjective, adverb, pronoun, preposition, con-
junction, interjection, and sometimes numeral, article or de-
terminer.
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2.1.3 Keyword
In corpus linguistics a keyword is a word which occurs in

a text more often than we would expect to occur by chance
alone [Beheshti et al. 2016c]. Keywords are calculated by
carrying out a statistical test which compares the word fre-
quencies in a text against their expected frequencies derived
in a much larger corpus, which acts as a reference for gen-
eral language use. To assist analysts filtering and indexing
open data, it will be important to extract keywords from
unstructured data such as tweets text.

2.1.4 Synonym
A synonym is a word or phrase that means exactly or

nearly the same as another word or phrase in the same lan-
guage. An example of synonyms is the words begin, start,
and commence. Words can be synonymous when meant in
certain contexts, even if they are not synonymous within all
contexts. For example, if we talk about a long time or an
extended time, long and extended are synonymous within
that context [Manning et al. 2014]. While analyzing the
open data, it is important to extract the synonyms for the
keywords and consider them in the analysis steps. For ex-
ample, sometimes two tweets can be related if we include
the synonyms of the keywords in the analysis: instead of
only focusing on the exact keyword match. It is important
as the synonym can be a word or phrase that means exactly
or nearly the same as another word or phrase in the tweets.

2.1.5 Stem
A stem is a form to which affixes can be attached [Man-

ning et al. 2014]. For example, the word friendships contains
the stem friend, to which the derivational suffix -ship is at-
tached to form a new stem friendship, to which the inflec-
tional suffix −s is attached. To assist analysts understand
and analyze the textual context, it will be important to ex-
tract derived form of the words in the text. For example,
considering the keyword ‘health’, using the Stem service, it
is possible to identify derived forms such as healthy, health-
ier, healthiest, healthful, healthfully, healthfulness, etc; and
more accurately identify the information items, e.g. tweets,
that are related to health.

2.1.6 Information Extraction from a URL
A Uniform Resource Locator (URL), is a reference to a

Web resource that specifies its location on a computer net-
work and a mechanism for retrieving it. Considering a tweet
that contains a URL link, it is possible to extract various
types of information including: Web page title, paragraphs,
sentences, keywords, phrases, and named entities. For exam-
ple, consider a tweet which contains URL links. It is possible
to extract further information from the link content and use
them to analyze the tweets.

2.2 Linking Services

2.2.1 Similarity
Approximate data matching usually relies on the use of a

similarity function, where a similarity function f(v1, v2)→ s
can be used to assign a score s to a pair of data values v1
and v2. These values are considered to be representing the
same real world object if s is greater than a given thresh-
old t. In the last four decades, a large number of similarity
functions have been proposed for comparing [Beheshti et al.

2016c]: strings (e.g., edit distance and its variations, Jac-
card similarity, and tf/idf based cosine functions), numeric
values (e.g., Hamming distance and relative distance), im-
ages (e.g., Earth Mover Distance) and more. Accordingly,
analysts may need a collection of similarity APIs to mea-
sure the Cosine similarity of two vectors of an inner product
space and compares the angle between them, the Jaccard
similarity of two sets of character sequence, the length of
the longest common subsequence between two strings using
an edit distance algorithm, the hamming distance between
two strings of equal length and more.

2.2.2 Knowledge Bases
While extracting various features (e.g. named entities,

keywords, synonyms, and stems) from text, it is important
to go one step further and link the extracted information
items into the entities in the existing Knowledge Graphs
(e.g. Google KG and Wikidata). For example, consider that
we have extracted ‘M. Turnbull’ from a tweet text. It is pos-
sible to identify a similar entity (e.g. ‘Malcolm Turnbull’5)
in the Wikidata. As discussed earlier, the similarity API
supports several function such as Jaro, Soundex, QGram,
Jaccard and more. For this pair, the Jaro function returns
0.74 and the Soundex function returns 1. To achieve this,
we have leveraged the Google KG and Wikidata APIs to
link the extracted entities from the text to the concepts and
entities in these knowledge bases. For example, the Google
API call will return a JSON file which may contain the url
to Wikipedia6.

2.3 Classification Services
Classification is a data mining function that assigns items

in a collection to target categories or classes. The goal of
classification is to accurately predict the target class for each
case in the data. For example, a classification model could
be used to identify loan applicants as low, medium, or high
credit risks. A classification task begins with a dataset in
which the class assignments are known. For example, a clas-
sification model that predicts credit risk could be developed
based on observed data for many loan applicants over a pe-
riod of time. In the terminology of machine learning, clas-
sification is considered as an instance of supervised learning
while unsupervised procedure is known as clustering, and
involves grouping data into categories based on some mea-
sure of inherent similarity or distance [Jajuga et al. 2012].
An algorithm that implements classification, especially in a
concrete implementation, is known as a classifier. Exam-
ples of classification algorithms include: Linear classifiers,
Support vector machines, Quadratic classifiers, Kernel esti-
mation and Decision trees. Figure 2 illustrates a screenshot
of the basic data curation services presenting an example for
the classification task.

2.4 Indexing Services
For the developers, it is important to expose the power of

Elasticsearch [Gormley and Tong 2015] without the opera-
tional burden of managing it themselves. For example, it is
important to automatically index entities/keywords for pow-
erful, real-time Lucene (https://lucene.apache.org/) queries,
e.g. while dealing with very large datasets such as Twitter
data.

5https://en.wikipedia.org/wiki/ Turnbull
6https://en.wikipedia.org/
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Get /Extraction.Classification

Description

Classify an input Data using K­Nearest Neighbor Algorithm

Parameters
Name LocatedIn Description Required Schema

Text query Text Yes String (String)

Responses
Code Description Schema

200 Array (String) String

Try This Operation

Training File
Path:

No file chosenChoose File Test File
Path:

No file chosenChoose File

Try this Operation

K­Nearest Neighbor API Output

K­Nearest Neighbor:  Click following link while the processing of your file finished.

Download output file  
Precision: 0.76668290306868
Recall: 0.7273567467652495 F­Measure: 0.7465022527863411

False Positive: 0.2243559718969555
False Negative: 0.27264325323475047
True Negative: 0.7756440281030444
True Positive: 0.7273567467652495

Precision: 0.7373107747105966
Recall: 0.7756440281030444 F­Measure: 0.7559917826980141

False Positive: 0.27264325323475047
False Negative: 0.2243559718969555
True Negative: 0.7273567467652495
True Positive: 0.7756440281030444

Kappa: 0.5028256074891121 Correct: 3230.0 InCorrect: 1069.0

Mean Absolute Error: 0.27238336598753593 Relative Absolute Error: 54.47912186256301 Num Instances: 4299.0
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TwitterAPI ▼

URL ▼

Named Entity ▼

Part Of Speech Tag (POS) ▼

Synonym ▼

Stem ▼

Similarity ▼

Number.Cosine

Number.Euclidean

Number.Dice

Number.Jaccard

Text.Jaro

Text.Soundex

Text.QGram

Text.Levenshtain

Text.Cosine

Text.Jaccard

Text.TF­IDF

Keyword ▼

Classification ▼

Text.Decision Tree

Text.Naive Bays

Text.K­Nearest Neighbor

Text.Logistic regression

Text.SVM

Text.Neural Network

Text.Random Forest

Contact (UNSW,SOC Group) ▼

Figure 2: An example of the calssification service,
supporting various algorithms such as NaiveBayes,
SVM, DecisionTrees and K-nearest Neighbor.

2.5 Converter Services
The basic curation APIs may be applied to different data

sources and file formats. To facilitate this task, the con-
verter API can be used to convert PDF, Word, PowerPoint,
XPS, and HTML documents into a text file to be fed to the
basic curation APIs, where the result is returned as a JSON
file, an easy-to-parse structure, and can be integrated into
data applications. As an ongoing work, we are identifying
various data sources and file formats to facilitate converting
documents without user interaction.

3. DEMONSTRATION SCENARIO
The demonstration scenario consists of three parts. In

the first part, we would like that the attendee appreciates
the difficulties that one can encounter when dealing with
the raw data. We start with a Twitter dump, three months
tweets from May to July 2016. We illustrate how extraction
service can be used to extract named entities, keywords,
synonyms, PoS and stems from tweets. Then, in order to
produce contextualized knowledge, we illustrate how we use
the linking service to link extracted entities to knowledge
bases such as Wikidata and Google KG. Next, we focus on
a motivating scenario, understanding a Governments’ Bud-
get in the context of Urban Social Issues, to classify tweets
that are related to Australian budget7 2016 into budget pro-
grams and categories. In particular, budget categories (e.g.
‘Health’, ‘Social-Services’, ‘transport’ and ‘employment’) de-
fines a hierarchical set of programs (e.g. ’Medicare Bene-
fits’ in Health, and ’Aged Care’ in Social-Services). These
programs refers to a set of activities or services that meet
specific policy objectives of the government. Afterward, we

7http://data.gov.au/dataset/budget-2015-16-tables-and-
data

Figure 3: Use extracted features from Twitter to
link related tweets.

illustrate how we use the indexing and classification services
to index the related tweets and group them in classes repre-
senting a budget program/category. It is possible to provide
a set of entities as an input to the indexing API, and the
API will index the set of related tweets containing those enti-
ties and/or keywords. We will demonstrate the attendee the
classification result of the raw and conceptualized tweets.

In the second part, using the same Twitter data dump, we
focus only on the health category of the government budget.
We use the extraction service to extract keywords, phrases
and named entities from tweets that are related to health.
We illustrate how we trained this service, specifically for
Australian budget, to be able to extract entities such as:
(i) People, from GPs and Nurses to health ministers and hos-
pital managers from Australian doctors directory8; (ii) Or-
ganizations, such as Hospitals, Pharmacies and Nursing Fed-
eration from myHospitals9; (iii) Locations, states, cities and
suburbs in Australia from auspost10; (iv) Health funds, such
as Medibank, Bupa and HCF from health-services11; (v) Drugs,
such as Amoxicillin, Tramadol and Alprazolam from drug-
index12; (vi) Diseases, such as Cancer, Influenza and Tuber-
culosis from medicine-net13; (vii) Medical Devices, such as
Gas Control, Blood Tube and Needle from FDA14; (viii) Job
titles, such as GP, Nurse, Hospital Manager, Secretary of
NSW Health and NSW Health Minister from compdata15;
and (ix) Keywords, such as healthcare, patient, virus, vac-
cine and drug from Australia national health and medical

8https://www.ahpra.gov.au/
9https://www.myhospitals.gov.au/browse-hospitals/

10http://auspost.com.au/postcode/
11http://www.privatehealth.gov.au/
12http://www.rxlist.com/
13http://www.medicinenet.com/
14http://www.fda.gov/
15http://compdatasurveys.com/compensation/healthcare
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research council16. We enrich these entities using KBs such
as Wikidata, Google Knowledge Graph and Wordnet.

Then we use the classification service to identify the tweets
with negative sentiment. Notice that, for the sentiment anal-
ysis, the classification API leverages the sentiment classifier
implemented in the Apache PredictionIO (http://prediction.io).
For example out of 2934 diabetes related tweets the algo-
rithm identified 615 tweets with negative sentiment. As an-
other example, we have identified 1549 tweets with negative
sentiment in the Mental Health category. We propose to the
attendee a scenario where she would be able to compare the
classification result of the raw and conceptualized tweets.

In the third part, we discuss that, extracting all these fea-
tures will be a great asset to summarize the large number of
tweets. For example, ‘entity summaries’ of tweets contain-
ing the same named entity such as a person or organization;
and ‘keyword summaries’ of tweets containing similar key-
words. We may then analyze these related tweets to get
valuable insights from the Twitter open data. For exam-
ple, consider Figure 3 where two real tweets have been il-
lustrated, it is possible to extract information (e.g. named
entities, keywords, and hashtags) from the tweets and use
them to generate a graph where nodes are the main artifacts
and extracted information are the relationships among them.
As illustrated in this figure, the tweets are linked through
named entities and hashtags and this will generate an inter-
esting graph which reveals the hidden information among
the nodes in the graph: for example it is possible to see the
path (transitive relationships among the nodes and edges)
between user1 and user2 (in Twitter) which in turn reveals
that these two users are interested in the same topics, and
consequently may be part of some hidden micro-networks.

4. CONCLUSION AND FUTURE WORK
In this paper, we identified and implemented a set of cura-

tion services to make them available to researchers/developers
to assist them in transforming their raw data into curated
data. We have provided the technical details for the cura-
tion APIs in a technical report [Beheshti et al. 2016d]. As
an ongoing work, we are identifying and implementing more
services to support enriching, annotating, summarizing and
organizing raw data.
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