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ABSTRACT 1. INTRODUCTION

Recommender Systems have become an attractive field within
the recent decade because they facilitate users’ selection pro-
cess within limited time. Conventional recommender sys-
tems have proposed numerous methods focusing on recom-
mendations to individual users. Recently, due to a signif-
icant increase in the number of users, studies in this field
have shifted to properly identify groups of people with sim-
ilar preferences and provide a list of recommendations for
each group. Offering a recommendations list to each in-
dividual requires significant computational cost and it is
therefore often not efficient. So far, most of the studies
impose four restrictive assumptions: (1) limited number of
users, (2) number of groups, (3) average number of group
members, and (4) full knowledge of the network topologi-
cal structure. To overcome these limitations, we propose a
novel approach which improves the accuracy of recommen-
dations list to each group using network centrality concept.
In this approach, the most central users are identified as
heads of the groups, and then groups of users with similar
preferences are consequently formed. After the group for-
mation, a new group profiling strategy is provided to aggre-
gate preferences of group members relative to their central-
ities. Our approach is evaluated in different types of group
recommender systems compared to several common strate-
gies over the MovieLens-1M dataset. Experimental results
demonstrate that our group formation and group profiling,
based on the proposed user centrality measure, lead to more
accurate recommendations list for each group.
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Massive Increase in the volume and availability of data on
the Internet will certainly result in the difficulty of finding
interesting choices among various options in a reasonable
amount of time. Recommender Systems have emerged to
solve this problem by helping people to find their prefer-
ences effortlessly. Conventional recommender systems are
not useable in some domains and contexts when the items’
recommendation process involves more than a person [16].
There are lots of situations in real life which demand recom-
mendations to a group of users: A movie recommendation
to be watched by a group of friends, or a recommendation
for a city to be visited by a family. To this end, Group
Recommender Systems (GRSs) have been recently proposed
to recognize the items having high probability in satisfying
a large number of group members [3, 4, 26]. In addition,
a recommendation for a group of users can be considered
as a solution to the cold start problem [25], as well as to
data sparsity and also to scalability. The cold start prob-
lem is concerned with users who have recently logged in.
Such users only have limited purchase capabilities and op-
tions, hence making recommendations to these users quite
difficult. Moreover, this difficulty can also appear from an
item’s perspective: new items have been rated by few users,
only. As a consequence, these items will be recommended
with lower probability to other users [2, 31]. Data sparsity
refers to a few number of available scores in comparison with
a significant number of users and items [2]. This problem
derives its name from the fact that users usually rate only a
small portion of available items [13]. Thus, there is a sparse
rating matrix with many zeros through thousands of rows
and columns. Since a recommendation process is based on
the users’ scores, user behavior is hard to predict. Scalability
is one of the main challenges for recommender systems. This
challenge has received a lot of attention over the past years
due to the quick growth in the number of users and items
in many real-world systems. Typically, high computational
cost is necessary to do recommendations given the massive
data produced by the interactions of users with items such
as ratings, preferences and reviews [28].

Although a large number of papers focused on recom-
mending items to individual users, little work has been done
so far in overcoming aforementioned problems, for group rec-



ommender systems [3, 7, 10]. For example in the cold start
problem, a new user could join to a group, then use close
preferences of users’ group and their recommendation lists.
In the data sparsity problem, the more the group recom-
mender systems use the available information about group
members, the better the recommendation list produced will
be. To improve scalability, since recommendations list to a
groups is not recomputed globally and this is done by in-
crementally updating the recommendation lists, joining new
users to the system will be done with lower time complex-
ity [19]. Recently, group recommender systems have been
utilized in several applications, such as managing web sites
and news pages [27], documents [6], tourist attractions [14],
music tracks [10], books [17], television programs [30] and
movies [10, 11]. Most of the previous works have developed
group recommender systems with prior knowledge about
group members, however in many realistic scenarios this in-
formation is not generally available [11]. As a consequence,
one of the inputs of these systems is a group of predefined
users, and only a restricted list of recommendations is pre-
sented to all members as output.

Given the growing number of users in many real-world so-
cial networks, each with various interests makes providing
a list of accurate recommendations difficult. Consequently,
group recommender systems have recently received much
more attention. There are many situations confirming the
need for identification of communities that include people of
similar preferences. Because the calculation and prediction
of a recommendations list for each individual is usually diffi-
cult, costly, and sometimes impossible. However, in such sit-
uations, the main goal is to provide a list of high-quality rec-
ommendations for a large number of users to maximize the
users’ satisfaction, without having prior knowledge about
the relationship between them. It is noteworthy to mention
that the interests of the people may be quite contrasting.
For example, consider a large number of students from sev-
eral countries that attend a conference and a recreational
break is considered for them. If one recommendations list is
presented to all of them, it will unlikely satisfy all of them.
Hence, it should be possible to categorize these students in
different groups according to their preferences. Regardless
of the limited number of groups, this categorization should
be conducted such that it satisfies all the students. These
groups can be formed based on the ancient monuments, uni-
versities, research areas, or recreational centers of their coun-
tries. Similar situations can also be seen in large-scale sys-
tems. For example, there are some scenarios in the field of
digital marketing confirming the need for finding appropri-
ate communities in recommender systems with the aim of
increasing profitability of the enterprises. To name a few
of them, one can refer to the Amazon with more than 244
million active users according to the GeekWire report [1].

The idea of finding different user communities with simi-
lar preferences seems essential in order to properly organize
recommendations of suitable products to users, when we are
faced with a large volume of users and products. Each com-
munity is considered as a group of users and the list of prod-
ucts, in accordance with the preferences of each group, is
recommended. Research in this field has accordingly shifted
towards the automatic identification of groups of users with
similar interests. Most of the previous studies have consid-
ered restrictive assumptions on: number of users, number
of groups, average number of members in each group, and
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full knowledge of the network topological structure. One of
the main open problems in group recommender systems is
group formation to maximize user satisfaction.

In this paper, to tackle with the aforementioned chal-
lenges, we present a novel approach for group formation in
group recommender systems which only requires as input
a ratings matrix that included the items’ scores evaluated
by users. The proposed method is based on the concept
of metwork centrality which is the term in social network
analysis [20]. Centrality refers to identifiers that indicate
the most important nodes in a network, and centrality mea-
sures quantify the role of nodes from different points of view.
To summarize our contributions: (1) A novel group forma-
tion method in group recommender systems is proposed us-
ing only the ratings matrix without any assumption on the
number of users, the number of groups, the average num-
ber of members in each group, and full knowledge of the
network topological structure. (2) To the best of our knowl-
edge, this work is the first to consider the centrality of users
to enhance the recommendation lists by identifying groups
of users with similar preferences. (3) A new strategy is pro-
posed for building an accurate group profiling based on the
centrality of users. (4) A bayesian similarity metric is used
for creating an accurate graph representing similarity be-
tween users. (5) Our approach is implemented in different
types of group recommender systems and evaluated over a
real dataset. (6) A novel analysis is done on how growth of
the number of groups and the average number of members in
each group are affected by Cosine and Bayesian similarities.

2. RELATED WORK

In the literature, there are three different types of group
recommender systems (GRSs) that can be categorized as:
First, Model Based is a type of GRSs that first detects
groups of users with similar preferences, then builds a model
for each group by considering the preferences of its members,
finally predicts group ratings using the model. Second,
Merge Recommendations is another type of GRSs that first
detects groups of users with similar tastes, then predicts in-
dividual preferences, finally selects the items with the high-
est predicted ratings for each user and constructs a group
model based on union of these items. In fact, group pref-
erences are predicted by modeling the top-I items. Third,
Predictions Aggregation is the next type of GRSs that first
detects groups of similar users, then predicts individual pref-
erences, finally builds a group model via aggregating the
scores assigned to each item by group members (class 1).
In this type of GRSs, another class may exist that is ini-
tially responsible for predicting unrated items and thereafter
forms the groups more precisely (class 2). A comprehensive
review of the literature is given in table 1. It is obvious
that each type of GRSs has three general steps: Group For-
mation (i.e. Identification of users with similar preferences
as group members), Group Modeling (i.e. Aggregation of
group members’ preferences), and Prediction (i.e. Predic-
tion of unrated items).

3. PRELIMINARIES

3.1 Basic Notations and Definitions

Consider network G = (U, I, R) where U represents the set
of users with cardinality |U| = n, and I is the set of items



Table 1: Review of the related work in group recommender systems

Model Based Stepl- Group Forming

Step2- Group Modeling

Step3- Ratings Prediction for Groups

Collaborative Filtering

Approach Method Similarity Metric Strategy Method Similarity Metric
Item Based Adiusted
[11] Community Modularity Cosine Average Strategy Nearest Neighbor S J‘. -
. P cosine Similarity
Collaborative Filtering N
. Average/ Borda Count/ Ttem Based .
[12] . . . A . S . § Adjusted
[10] Clustering K-means Cosine pproval voting/ Least misery/ Nearest Neighbor cosine Similarity
Most Pleasure/ Average without misery Collaborative Filtering
7] Approximation | Greedy Algorithm - Average Strategy/ Least Misery - -
Merge Stepl- Group Forming Step2- Individual predictions Step3- Group Modeling
Recommendations Approach Method Similarity Metric Method Similarity Metric Strategy
Classic User Based Recommendation
[10] Clustering K-means Cosine Nearest Neighbor Pearson’s correlation

top-l items

Predictions Aggregation Stepl- Group Forming

Step2- Individual predictions

Step3- Group Modeling

[10]

Collaborative Filtering

(class 1) Approach Method Similarity Metric Method Similarity Metric Strategy
Hierarchical Classic User Based Least misery, Fair/ Most
[26] Clustering Agglomerative/ - Nearest Neighbor Pearson’s correlation Optimi ,t-y Stratesies
Friends Finder Collaborative Filtering plimistic Strategies
8] Classic User Average/Borda Count/
Clustering K-means Cosine Based Nearest Neighbor | Pearson’s correlation Approval voting/Least misery/

Most Pleasure/Average without misery

Predictions Aggregation Stepl- Individual predictions Step2- Group Forming Step3- Group Modeling
(class 2) Method Similarity Metric | Approach | Method Similarity Metric Strategy
8] Classic User Based Pearson’s Average/Borda Count/
[10] Nearest Neighbor . rreiati 0 Clustering | K-means Cosine Approval voting/ Least misery/
Collaborative Filtering orrelatio Most Pleasure/Average without misery
with cardinality [I| = m. R is an n X m ratings matrix, Definition (3): group of users. Consider G, C U as a

where r? is the rate of user v € U to item i € I and 7%, €
[rmm, rmaz]. R! typically contains a discrete set of positive
integers. r., = 0 is defined as an unrated item. 7, is the
vector of item scores rated by user u and 7, represents the
average of these scores. U; is the subset of users that have
expressed a preference for item ¢, and U;; represents the set
of users that rated both items ¢ and j (U; NU; = Uy;). I, is
the subset of items rated by user w and I, represents the
set of items evaluated by both users v and v (I, NI, = Iu).

Definition 1: similarity graph of users. Suppose G =
(V,E). Vertices (nodes) V represent users with cardinal-
ity |V|, and edges (links) E between vertices with cardi-
nality |E| represent the similarity preferences among users.
The presence or absence of edges is determined by setting a
threshold 0 for the similarity between two users. The simi-
larity graph G can be displayed by adjacency matrix Adj as:

. 1 Sim(u , v) >0 (u, v are similar
Adj(u, v) = { 0 Dol =0 !
(1)

where Sim(u,v) is used for exposing similarity interests be-
tween two users (two similarity functions are defined in Sec-
tion 4). The users who are linked to each other in the simi-
larity graph are considered as neighbors. N, represents the
neighborhood of user u. |N,| shows the degree of node u
(the number of its neighbors).

Definition (2): user centrality. Centrality measure indi-
cates the importance of users which is based on their position
in the similarity graph. Centrality of user u is [32]:

By
2E,
(INu)(|Nu| = 1)

Cu

(2)

where FE, is the total number of edges between neighbors of
u. B, denotes the betweenness centrality of u, as [18]:

>

v, w,vFEW

By, = Tyw (U) (3)

Tovw

where o, is the total number of shortest paths between
nodes v and w, and oy, (u) is the number of those that pass
through node w.

group of users where z = {1,2,...,k} such that UG'T =U

and Gz N Gy = ¢. Each member of a group is similar to
at least one member of that group: Yu € G, v € G, =
v € Nu. N&< represents the neighbors of user u in the
group G,with cardinality |[NS=|.

Definition (4): group centralization. Cg, € [0,1] is rep-
resentative for the centralization level of group G, as [32]:

3 (@ -cw

u€EGy
(|Gz| — 1) max(C!, — Cu)

where C), = maxyec, Cy, represents centrality of user u and
|G<| represents the number of group members. According to
Equation (4), if all users in a group hold the same centrality,
the group is non-core. This means that all group members
have the equal importance and impact. In the same way,
if a user has the maximum centrality and other users have
the same values, the maximum centrality for that group will
exist. In the proposed method we utilize this measure to
calculate the centrality of a group.

Definition (5): group model/profile. The aggregation pro-
cess of group member’s profile in the same group is usually
called group model/profile [25]. As an example, the follow-
ing user-ratings matrix R can be mapped to group rating
matrix G in which every row of G' is aggregated from some
rows in R. It should be noted that g is used for explaining
a vector of estimated item’s score i for group G.

’31 ’02 ZZ)R i1 de ... im
u
u; 0 4 5 Gy /0 3 ... 0
Go 2 0 ... 4
R:u3 2 5 1 :>GI:.
wn \1 0 ... 4 Gre N1 0
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Some of the most popular strategies for building group
profile are as follows [9]:
— Awverage (Ave. Strategy): The score assigned to an item %
for group G is equal to the average score of item 4 that is



|Gl
— Average without Misery (Ave. W. Misery): The score
assigned to an item ¢ for group G, is equal to the average
score of item 4 that has been evaluated by all users in G,
where each item score is greater than or equal to a certain

|G|

— Least Misery (Least Misery): The score assigned to an
item i for group G is equal to the minimum score of the
item i evaluated by users in G.: g% = minyeg, 77,.

— Most Respected Person (Most Res. Per): The score as-
signed to an item 7 for group G, is equal to the score of the
item ¢ evaluated by user v in Go: ¢¢ =711, u € G,.

— Most Pleasure Person (Most Ple. Per): The score as-
signed to an item % for group G, is equal to the maxi-
mum score of the item evaluated by users in Ga: g
maXueg, 75

evaluated by all users in Gy: g% =

threshold (e.g. v =4): g\ = LVl >y

3.2 Problem Statement and Motivation

Group formation or how to place users in appropriate
groups is the fundamental problem in group recommender
systems. Users should be placed in a group such that its
preferences is similar to the other members of that group.
Since members of each group receive a similar recommenda-
tion list, a proper group formation method should be accu-
rate in order to satisfy most of the users in the group. In
real-world GRSs, this problem is raised by receiving only a
ratings matrix, including users and items without any prior
knowledge about the number of groups, the average number
of members in each group, and full knowledge of the net-
work topological structure. Among the main motivations of
this paper to tackle with these issues, we should refer to the
absence of proper method in the literature of group recom-
mender systems to find optimal groups of users with similar
preferences, in order to maximize the users’ satisfaction.

3.3 Model and Problem Formulation

The common input of many classical recommender sys-
tems is the user ratings matrix R C U x I, which shows set of
users U ={u1,ug, ..., u,} and set of items I ={41, 2, ...
The output of such systems is the recommendation list Lg,
which is assigned to the group G,. A high quality recom-
mendation list satisfies group members and has the following
properties: (1) each of these lists contains |L¢, | items with
the highest estimated scores. (2) the previously rated items
by a user are not used for recommendation to that user again
even when that item is in its group recommendations.

4. PROPOSED METHOD

In this section, we propose a novel approach to enhance
the recommendation process in real-world systems without
restrictive assumptions and priori knowledge such as num-
ber of groups, average number of group members, and full
knowledge of the network topological structure. Since the
proposed method is based on the recognition of users’ simi-
larity in their preferences, Section 4.1 initially describes how
to create a social network from the ratings matrix. The pro-
posed group formation method in Section 4.2 represents the
method of detecting appropriate groups based on users’ cen-
trality, because we believe that the most effective individuals
among users can be considered as an appropriate foundation
in forming the groups of similar users. Section 4.3 contains

sIm }
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our group modeling method for properly aggregating group
members’ preferences. According to the experimental results
in Section 5.4.3 the groups formed based on these individu-
als and the model constructed for these groups will lead to a
more accurate recommendations list. Our proposed method
is evaluated in various types of group recommender systems
in Section 4.4.

4.1 A Social Network Corresponding to The
Ratings Matrix

At the beginning, it is necessary to take a series of pro-
cessing steps on the system’s input G = (U, I, RI) described
in Section 3.1. The output of these operations is a similarity
graph G = (V, E) where vertices represent users, and links
represent similarity among users as described in Definition
(1). To determine if any two users hold similar preferences,
a standard metric is required for the comparison of users’
preferences. Most of the studies [10, 11, 11, 12] have used
the Cosine Similarity (CS) metric to determine the degree
of similarity between individuals. This metric is defined as:

(ru - Tv)

CS(ry,ry) = ——m———
(rm) = e X 1o T

(5)
where 7, = (7o, 72, ... , ™) is the vector of ratings that
user u € U has given to different items. “ - ” denotes the dot
product (also called the Euclidean inner product) of two vec-
tors, and ||.||2 represents the Euclidean norm of a vector [5].
Expanding the various products one can get:

Ty X Ty

€1y

2 2
Dok 2

1€1yo 1€1yy

CS(ry,ry) = (6)

Based on Equation (6), the similarity between users u and
v is calculated by using the vectors of given scores. Although
this criterion suffers from considerable shortcomings [15],
such as the flat-value problem, the opposite-value problem,
the single-value problem, and the cross-value problem, it
enables us to compare the proposed approach with previous
works. According to the problems of CS and their signif-
icant influence on performance, we also use the Bayesian
stmilarity (BS) metric to infer a more accurate graph.

The Bayesian similarity metric, proposed in [15], is based
on the Dirichlet distribution. This mediator considers both
direction (rating distances) and length (ratings amount) of
rating vectors and compares the preferences of users u and
v more precisely. The rating distance is defined as dje, =
|7, — ri| where lev represents the level of rating distance.
According to this metric, the degree of similarity between
users u and v is obtained from the following equation:

1"

BS(u,v) = max (BS/ - BS, , —9,0)

u,v

(7)

where BS;M, =1--—"
d"f"a"—' . . .

users u and v. In this relation, d,,. is considered as users’

distance and is calculated by the weighted average of rating

distances dje, according to their importance weights; and

dmaz represents the mazimum rating distance based on the

rate interval. Up to this part of the formula, the calculation

of the similarity between users is based on the distributions
max 0

. . " Qg ew
of rating distances. In BS,, = H (=2) '*" | parameter

l=1lev

is called the raw similarity between



o is considered as the amount of ratings distances located
in level dje, and «p is the total amount of prior ratings pair.

The ratio of 22 is representative of the prior probability of

@

rating pairs Wit?h ratings distance dje,,. The comparison vec-
tor of users’ scores can be defined as v = (v1,72,- -, Viev)
in which ~;e, = 1 if and only if other values are equal to
zero where dje, = |rh, —r%|. For example, a rating pair (1,4)
on a certain item ¢ can be represented as v = (0,0,0,1,0) if
the rating interval is between 1 and 5. 4° represents the i-th
component of the j-th observation v; and 'yloev is the amount
of evidences that their rating distances are in the level dje..
In the formula pertaining to the calculation of Bayesian sim-
ilarity, user bias has also been taken into account which is
represented by 6.

4.2 Proposed Group Formation Method

The similarity graph and the groups consisting of users
with similar preferences constitute input and output of our
group formation algorithm, respectively. We adapt the algo-
rithm from [32] which combines heuristic with optimization
methods to detect communities based on the core influence
of nodes (central nodes) in complex networks. The network
node centrality evaluates the user’s position in the similar-
ity graph. The most central people are not necessarily the
ones that are similar to a high number of users, but they are
specified based on the way they are placed in the similarity
graph of users. This indicator is obtained by combination
of the betweenness centrality as a global measure and the
local clustering coefficient as a local measure. This metric
describes how important a user is in its community.

Group formation begins with arranging all the users in
descending order based on their centrality value in Equa-
tion (2). Then, the first user with the highest centrality is
selected and placed in the first group together with its all
neighbors. After formation of the first group, the second
user with the highest centrality is selected. If this user is
not already included in the previous group, the user will be
considered as the core of the second group. Otherwise, it
is necessary to calculate the importance of this user in the
current group, and then decide whether the user should be
considered as the core of the new group or stay in the former
group. The K-function is used to make this decision [32]:

|V |
E
Ky = 2l 8)
|Nu| (ZuEC:T,'Nu') - |Nu|
YuevINul © (ZucpINul) = [Nul

where |N;;| denotes the number of neighbors of user u in the
group G, to which user u belongs, |E| is the total number
of edges in the whole network, |N,| represents the degree
of user u, >, . |Nu| represents the sum of degrees of all
users in the group G, and 3 ., [Ny is the sum of degrees
of all users in the network.

This function indicates that the smaller the value of K,
is, the more likely the user uw will be the core of the next
group. Similarly, the higher the value of K, is, the more
important the role of user u in its current group will be. For
deciding whether a user should remain in the current group
or should establish an independent group, a proper interval
has to be considered for the K-function. In Experiment 1 of
Section 5.4.1, the proper interval selection will be analyzed
and the results show that the most suitable one should be
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Algorithm 1 The Proposed Group Formation Algorithm

Input: G(V, E)
: G(V, E): Similarity graph of users
1 Cy: Centrality of user u
: G: Set of groups
Gg: Group =
G(u): Set of groups which user u belong
K,: K-function for decision making about user u
/*Constructing Initial Groups*/
: Foreach user u € V do
C\ = calculate centrality of user u based on Equation (2)
: end for
: Sort all users in descending order based on C,
tG=¢
=1
: Foreach user u € V do
if (G(u) = ¢) or (G(u) # ¢ and K, € Suitable range)
then
Create a new group
Gz ={u} UN,
r=x+1
G, will be added to G
else
User u is in its proper group
end if
: end for

——————— /*Constructing Final Groups*/
1 if |G(u)| > 1 then

24: Select Gy which has
25: G(u) = Gy

26: end if

Output: Groups of users with similar preferences

G
max N, Y for user u
yEG(u)

between 1.7 and 2.1. After the formation of initial groups,
some users can be located in more than one group. These
users should be then placed in the group which its user has
the highest number of links to the other members in that
group. Thus, the user belongs to a group with more similar
members. This process is repeated until all the users are
placed in a proper group. The pseudo code of the proposed
group formation method is shown in Algorithm 1.

4.3 Proposed Group Modeling Method

The already established groups according to Section 4.2
constitute the input of this section that aims to build model
or profile for the groups as an output. When the number
of individuals who have rated a specific item in each group
goes beyond the threshold level, the ratings of that item is
calculated based on the selected strategy in Definition (5);
otherwise, the ratings of that item should be predicted [8,
10-12]. The proposed group modeling strategy is based on
the users’ centrality, which is indeed a weighted strategy
wherein the weight assigned to each user is proportional to
its centrality, as follows:

S Cux 1l
; ueGy
o= —— 9)
> C
ueGy “

where g’ indicates the predicted score of item i for group
G, and 7!, represents the score of item i evaluated by user
u. The proposed strategy can be analyzed by using the cen-
tralization function in Definition (4). It is possible to claim
that if the centralization level of a group tends to 0, then the
results of the current proposed strategy will be more simi-
lar to the results of the “Average strategy”. Because group



members have similar impacts on building the profile. If the
centralization level of a group tends to 1, then the results
will be closer to “Most Respected Person strategy”. Be-
cause the most important member has a significant impact
on group modeling process. The results of the Experiment
2 in Section 5.4.2 confirms this claim.

4.4 Applying The Proposed Methods to Dif-
ferent Types of GRSs

According to Table 1, group recommender systems have
three general steps. We proposed new methods for group
formation and group modeling steps. In this section the
proposed methods are applied on different types of GRSs.

4.4.1 Model Based Group Recommender Systems

Now, the proposed group formation and the group mod-
eling methods are investigated in this type of group recom-
mender systems. Our group formation method finds the cen-
tral people among all the users and forms the suitable groups
of users. After that, the group model is built with a proper
weighting based on the importance of the group members.
Then, according to the conventional method of Item-Based
Nearest Neighbor Collaborative Filtering [16] that has been
used in [8, 10, 11], unrated items are also predicted. In such
method, in order to predict p’, for the unrated item i by the
group G, the ratings of the most similar items that was
evaluated by that group g2 are considered. This similarity
value is calculated based on Adjusted Cosine Similarity [9],
which is defined as:

>

jERatedItems(Gy)

" >

jE€RatedItems(Gy)

ItemSim(%, j) - g,

ItemSim(i, j)

where

>l =) - (rl =)

T uCUj;
ItemSim(i, j) = - - (11)
> ci-m? [ (-
uCU; uCU,;

Us; is a set of users that are in the same group and rates both
items i and j. 7, is the average of the scores rated by user
u. ItemSim(i,7) is used to express similarity between two
items. In order to reduce the complexity of the algorithm,
there are two solutions: First, a threshold limit should be
considered for the similarity metric in Equation (11) and the
similar items to the desired item should have ItemSim more
than the threshold limit. Second, a certain number of items
that are more similar to the desired item can be calculated
by Equation (11). In this paper, the second solution is used.
Figure 1 shows the implementation of the proposed methods
in model based group recommender systems.

4.4.2  Group Recommender Systems Based on Merg-
ing Individual Recommendations

The proposed group formation and group profiling meth-
ods are also implemented in group recommender systems
based on merging individual recommendations. First, the
proposed group formation method forms the proper groups
based on users’ centrality so that the central users consider
as heads of the groups. After constructing the group profile,
this step predicts a score p’, for item ¢ that was not rated by
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user u, according to the conventional method of User Based
Collaborative Filtering Approach [29] as:

Z (UserSim(u,v)) x (1 — )

i vC Ny,

i
Py =Ty

(12)
Z UserSim(u,v)
vC Ny,

As mentioned earlier, neighbors of each user are the users

that are linked together in the similarity graph. In Equa-

tion (12), UserSim(u,v) is used to express similarity be-

tween users u and v, which is calculated by Pearson’s corre-

lation as [9]:

>l =) (rh =)

iCluy
UserSim(u,v) = = . . (13)
Doorh—m)? [ >0 —T)?
iClyy 1Clyuy

where [, is the set of items rated by both users v and wv.
Being extracted from the main method of this algorithm,
only the users with the same group are considered for pre-
diction here, although the accuracy is reduced in comparison
with the state that all the users are included. For each user,
the ratings of unpredicted items are arranged in descend-
ing order and then top-l items are selected. The union of
the items with the highest predicted ratings for any user
constructs group model. The average ratings for an exist-
ing item in the list of most of the members in one group is
considered for that item.

4.4.3  Group Recommender Systems Based on Aggre-
gation of Individual Predictions

In this type of group recommender systems, we use the
same subclasses as of [10] that aggregates individual predic-
tions for group recommendation.

Class 1 - group forming and predict: The proposed group
formation and group profiling methods are applied to this
type of GRSs. All the tasks for the two first steps are the
same as algorithms recently presented in Section 4.4.2. The
only difference with the last type of group recommender sys-
tems is on the modeling process that considers all the pre-
dictions instead of top-l predicted items. In the third step,
the group profiles are built based on the proposed group
profiling strategy.

Class2 - Predict and group forming: This method has
been presented to improve the formed groups, especially
when there is significantly smaller number of rated items
than the available items. In this type, the unrated item ¢ by
user u is predicted based on Equation (12), then the simi-
larity graph is created on the basis of the completed ratings
matrix. After that, the groups of users with similar prefer-
ences are detected based on the proposed group formation
method. The only difference is that the input of this con-
structed graph is based on the completed ratings matrix.
Consequently, the formed groups will be more accurate. Fi-
nally, group model is built based on the proposed group
profiling strategy.

5. EXPERIMENTAL EVALUATION
5.1 Dataset

Since there is not dataset containing groups of users in
the literature of group recommender systems [10], the com-
mon datasets for recommender systems are usually used.
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Figure 1: Applying the Proposed Methods to the Model Based GRS.

We evaluate the proposed methods over the MovieLens-1M
dataset [25] that contains 1 million ratings of 3952 movies
made by 6040 users. This dataset includes: User IDs with
values between 1 to 6040 that represent the ID of each user;
Movie IDs with values between 1 and 3952 that represent
the ID of each movie; Ratings represent the scores assigned
to movies by users with the range between 1 to 5. It should
be mentioned that each user has rated at least 20 movies.
Despite having 6040 users and 3952 items, only 1 million
rates are available, thus, the sparsity of this dataset is about
95.81%.

5.2 Settings

For the experiments, the parameters discussed throughout
the paper have been organized as follows:

— As mentioned in Section 3.1-1, a threshold level is re-
quired to determine the presence or absence of a link in
the similarity graph which shows the similarity of two users.
This value is considered 0.8 like other similar studies.

— In the calculation of the similarity between two users
based on Bayesian criterion, parameter § represents the value
of user bias. This parameter is set to 0.04 according to [15].

— In the Group forming, K-function has been used to
decide whether keep the users in their current community or
create new one. According to the Experiment 1, the proper
range for this function should be between 1.7 to 2.1.

— In the group modeling step, when the number of indi-
viduals who have rated a specific item in each group goes
beyond the threshold level, the score of that item should be
calculated; otherwise, the approximatef value for this score
is predicted. The value of this threshold in [11] has been an-
alyzed under the title of co-rating parameter. Accordingly,
the amount of 10% is considered for the experiments.

— In the prediction step, a certain number of most similar
items to the desired item in ItemSim(i, j) are calculated to
reduce the time complexity. These parameters have been
analyzed under the name of top-I correlations and trust re-
spectively in [10, 11]. Accordingly, in this paper, top-l cor-
relation parameter is set to 10.
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5.3 Metric

Root Mean Squared Error (RMSE) is a standard metric
for model errors. This measure is used to assess the quality
of predictions made by the proposed method. This criterion
calculates the difference between the estimated ratings e,
which represents the rating of ¢ estimated by the proposed
algorithm (in group modeling step g% or prediction step p;)
for group G; and r!,, which represents the rating given to
the item 47 by user v who is a member of group G.. This
criterion is defined as follows:

>0 (rl — p3)?
t

RMSE = (14)

where ¢ is the number of available rates in the test collection.

5.4 [Evaluation Results

5.4.1 Experiment |

In the proposed algorithm, K-function has been analyzed
to control the amount of modularity or break-off of groups.
This function manages the modularity by deciding on whether
keep the users in their current community or create new com-
munity. Figure 2 shows modularity according to the relative
error of recommendation lists to users. The constant num-
ber of users and the increase of the number of communities
will lead to a drop in the average number of members of
each and reduction of error. This experiment is an attempt
to find an appropriate range for the optimal modularity in
order to have the groups with a reasonable number of people
with similar preferences, and then to offer a high quality rec-
ommendation list to each group. According to the Figure 2,
the amount of error has experienced an ascending trend up
to the value of 1.9 where the breaking degree of groups is
reasonable up to this point. However, the modularity degree
increases as a result of the formation of communities, espe-
cially single-user communities and the error experiences a
descending fashion. Therefore, the most appropriate range
is from 1.7 to 2.1 since a trade-off between group members
and the quality of recommendation lists is desired.
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5.4.2 Experiment 2

The proposed group profile strategy is a weighted average
based on the centrality of each group member to construct a
group model. Thus, Cg, = 0 represents the similar central-
ity of all group members and the proposed strategy becomes
similar to the average strategy. Placing a user in the core
of a group (Cg, = 1) results in a state similar to most re-
spected person. These results are shown in Figure 3.

5.4.3 Experiment 3

In this experiment, the proposed approach is assessed in
different types of group recommender systems with several
strategies (Figure 4, Figure 5).

(1) Comparison of the results for the proposed method
in different group recommendation systems. Figure 4 and
Figure 5 represent the accuracy of recommendation lists in
various types of group recommender systems with different
strategies. The results show that the grouping based on
users’ centrality with weighted strategy leads to the best
recommendation lists. Our proposed approach has the best
results compared to all the studies done so far in this area [8,
10-12]. Figure 4 and Figure 5 obtained from the simulation
of different GRSs. It leads to the understanding that the
quality of second class of Predictions Aggregation is more
accurate than other types of GRSs. This is due to the pre-
diction of scores and formation of the input matrix in the
first step, which results in the formation of more accurate
groups with better recommendations.

(2) Comparison of the proposed strategy with common
strategies. As it is shown in the simulated strategies in Fig-
ure 4 and Figure 5, the proposed strategy outperforms other
strategies in structuring groups based on users’ centrality. In
addition, the recommendation lists in this method is more
accurate than that of all the other methods. In group for-
mation, the Least Misery strategy has often led to the worst
results since this strategy tries to keep all the people sat-
isfied. Therefore, it considers the smallest rated score as
the score of each item in the group model that consequently
increases the error.
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Table 2: Comparison of the growth in the groups and the group
members in various types of Group Recommender Systems

Ave. growth in | Ave. growth in

Metric RMSE
(our strategy)
0.9095
1.8129

0.9396

GRS Type # of groups # of members

(per 100 users) | (per 100 users)

Model Based

CS Merge Recommendations ~T

Predictions Agg.: class 1

Cs Predictions Agg.: class 2 0.2985 ~ 10 ~2
Model Based 0.8876

BS Merge Recommendations 1.8095 ~3 ~T
Predictions Agg.: class 1 0.8864

BS Predictions Agg.: class 2 0.2939 ~1 ~ 33

5.4.4 Experiment 4

As mentioned in Section 4, groups are formed according
to the similarity graph and this graph is formed based on the
similarity between any two users. In this paper, Cosine and
Bayesian similarity metrics are used to measure the similar-
ity of both users. Due to the problems mentioned in Sec-
tion 4 in relation to Cosine criterion, Bayesian criterion has
been selected to determine the similarity between two users.
In the following, the advantage of this criterion over Cosine
metric is displayed through the simulation of different types
of group recommendation systems. The quality of the rec-
ommendation lists offered to the formed groups based on
both Cosine and Bayesian criteria confirms the superiority
of the proposed method and strategy.

Table 2 compares the accuracy of the results of the pro-
posed strategy based on Bayesian and Cosine criterion. Ac-
cording to this table, the proposed method has ended in
a high quality recommendation list based on both criteria
in all types of group recommender systems. These results
seem to be the most ideal ones among all the previously-
obtained results. In addition, the increase in the number of
groups and group members has been investigated for every
100 users. Looking carefully into the development groups
and the members of each group, one will understand that
growth of the number of groups in Cosine metric is greater
than in Bayesian metric.

As a result, the growth of the number of group mem-
bers is lower and the recommendation list for this crite-
rion is slightly better than in Bayesian criterion. This is
so while Bayesian criterion forms new groups with a much
lower growth rate; therefore, a list with an accuracy very
close to cosine metric is produced. Since the optimal num-
ber of groups is desired in large scale environments, Bayesian
criterion will be a suitable choice. It is due to the fact that
the lower number of groups and, as a result, accurate recom-
mendation lists. This will help the scalability of the system.

6. DISCUSSION AND FUTURE WORK

Based on the result of Section 5, second class of predictions
aggregation owns the most accurate recommendation list of-
fered to users, but the completion of the input matrix in the
large scale environment is followed by high complexity. It
is possible to select this system and improve the complexity
of this method for the enjoyment of the greatest accuracy
in generating recommendation lists: (1) the employment of
the algorithm with better time order to complete the ratings
matrix. (2) attempt to reduce the ratings matrix dimensions
whose scores should be predicted; for example, this can be
accomplished by grouping of the items and considering some
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items as representative of other items. In addition, one of
the most impressive aspects of recommender systems is the
scalability of these systems. Group recommender systems
in the stated context can considerably help improve this as-
pect. In the proposed method, given that each group con-
tains a model, each added user to the system can join to the
appropriate group by comparing between the group models
and his/her ratings vector. Therefore, it is possible to iden-
tify a series of initial and accurate groups in offline mode
and, then, add new users to the formed groups. As a fu-
ture work, we can identify central nodes for group formation
in group recommender systems with indirect measurement
using Compressive Sensing Theory [20-23]. Moreover, we
can consider the corresponding social network as a weighted
graph [24] such that the links are not only binary entities,
either present or absent, but here associated a given weight
that record their strength relative to one another.
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7. CONCLUSION

With a considerable growth in the Internet users, a new
aspect of group recommender systems (GRS) has received
a lot of attention over the past years. In this paper, we
present a novel approach to enhance the recommendation
process in large systems without restrictive assumptions and
priori knowledge such as number of groups, average number
of group members, and full knowledge of network topologi-
cal structure. To this end, we proposed our group formation
and the group profiling methods based on the user centrality.
Our extensive experimental s on the real-world Movielens-
1M network demonstrated the accuracy and superiority of
the proposed methods compared to other strategies in group
formation and group profile steps of GRSs. Furthermore,
the obtained results suggest that applying the proposed ap-
proach to the third type of GRSs has an accurate result in
comparison with two other types.
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