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ABSTRACT

Recommender systems typically leverage two types of sig-
nals to e ectively recommend items to users: user activ-
ities and content matching between user and item pro les,
and recommendation models in literature are usually catego-
rized into collaborative Itering models, content-based mod-
els and hybrid models. In practice, when rich pro les about
users and items are available, and user activities are sparse
(cold-start), e ective content matching signals become much
more important in the relevance of the recommendation.
The de-facto method to measure similarity between two
pieces of text is computing the cosine similarity of the two
bags of words, and each word is weighted by TF (term fre-
quency within the document) x IDF (inverted document
frequency of the word within the corpus). In general sense,
TF can represent any local weighting scheme of the word
within each document, and IDF can represent any global
weighting scheme of the word across the corpus. In this pa-
per, we focus on the latter, i.e., optimizing the global term
weights, for a particular recommendation domain by lever-
aging supervised approaches. The intuition is that some
frequent words (lower IDF, e.g. \database') can be essential
and predictive for relevant recommendation, while some rare
words (higher IDF, e.g. the name of a small company) could
have less predictive power. Given plenty of observed activ-
ities between users and items as training data, we should
be able to learn better domain-speci c global term weights,
which can further improve the relevance of recommendation.
We propose a uni ed method that can simultaneously
learn the weights of multiple content matching signals, as

well as global term weights for speci ¢ recommendation tasks.

Our method is e cient to handle large-scale training data
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generated by production recommender systems. And ex-
periments on LinkedIn job recommendation data justify the
e ectiveness of our approach.
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1. INTRODUCTION

Recommendations are ubiquitous on the web in all kinds
of areas, including product recommendation, movie/music
recommendation, job recommendation, etc. Recommender
systems typically leverage two types of signals to e ectively
recommend items to users: user activities and content match-
ing between user and item pro les. Recommendation models
in literature are usually categorized into collaborative Iter-
ing models, content-based models and hybrid models. The
e ectiveness of di erent approaches varies depending on the
characteristics of data and user interactions of the speci ¢
domain. For example, if user activities are sparse and a lot of
users do not have much interaction with the system (among
all LinkedIn users who we show job recommendation results,
few people have actually applied the recommended jobs),
collaborative Itering would su er from the cold start issues
and therefore we should rely more on content-based signals.
Moreover, in scenarios where rich pro les about users and
items are massively available (most LinkedIn users have rich
pro les about their past work experience, titles and skills,
etc.; jobs on LinkedIn also have complete pro les), e ective
content matching signals become even more important in
the relevance of the recommendation.

When we talk about user pro les in recommendation con-
text, we typically refer to the pro le of user preferences. We
could speci cally ask for user preferences (in LinkedIn job
recommendation we allow users to specify their preferred lo-
cation, seniority level, etc.), infer user preferences from past
user interactions [30], or assume other types of user pro les
are proxies of user preferences. We focus on the last case in
the scope of this paper. Speci cally, we can reasonably as-
sume users’ LinkedIn pro les which include their past work
experience, skills, titles indicate their preferences for future
jobs, and therefore, we could rely on content matching sig-
nals between user pro les and job pro les to compute the
relevance scores between users and jobs.



Since we are using user pro les as proxies for user pref-
erences for jobs, and both user pro les and job pro les are
rich in text, it becomes obvious that more e ective content
analysis methods and text similarity measures are crucial for
improving the relevance of recommendation. The de-facto
method to measure similarity between two pieces of text is
computing the cosine similarity of the two bags of words,
and each word is weighted by TF (term frequency within
the document) x IDF (inverted document frequency of the
word within the corpus). If we go beyond the narrow def-
inition of TF and IDF, in general sense, TF can represent
any local weighting scheme of terms within each document,
and IDF can represent any global weighting scheme of terms
across the corpus. Numerous previous work on content anal-
ysis can be applied to improve the calculation of TF, e.g., we
could use term weighting schemes in IR such as BM25, and
we could apply NLP techniques such as keyword extraction,
topic analysis and salience detection to select important and
topical keywords from the document. In this paper, we focus
on improving IDF, or the global term weights across corpus,
and it is clear that any content analysis techniques for im-
proving TF are orthogonal and can be easily integrated with
our approach.

Inverse document frequency (IDF) [28] of a term is pro-
portional to an inverse function of the number of document
it occurs in. The idea is simple: the more documents a term
appears in, the less likely it can distinguish relevant and non-
relevant documents. This simple yet e ective method has
been popular over the decades with wide applications in var-
ious areas. However, sometimes IDF is not optimal or even
not reliable. In some scenarios, relatively frequent terms
could be very predictive. For example, \machine learning”
Lis a very predictive term in job recommendation, but its
IDF is decreasing since we are having more machine learn-
ing jobs in the corpus. In some other circumstances, we
should down-weight some rare and high IDF terms in a rec-
ommendation task. Consider the scenario when some rare
but non-essential terms happen to match between user and
job pro les, which could result in absurd job recommenda-
tion to the user.

In a production recommender system, tremendous amount
of past user activities can be collected and serve as training
data for improving the recommendation model. Intuitively,
from the massive training data, we should be able to learn
domain-speci c global term weights, which are optimized for
the particular prediction task comparing with unsupervised
generic scheme like IDF. For example, if we observe users
who list machine learning as their skills are more likely to
apply for machine learning jobs, we can infer \machine learn-
ing" is a more important term. With optimized global term
weights, the content matching signals and relevance of rec-
ommendation can be improved as a result.

Ideally, the learning of global term weights and the learn-
ing of nal relevance score between users and items should
be seamlessly integrated in a uni ed framework, with the
same objective function. For example, if cosine function is
used for computing the similarity between text, then the
term weight learning should target on directly optimizing
the cosine similarity; if there are multiple cosine similarity
scores between di erent sections of user and item pro les
(e.g. wuser title section vs. job skills section; and user skills

LIn this work we also treat n-grams as terms.
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section vs. job skills section), then the global term weights
should be optimized holistically across all matching sections.
The uni ed framework should also easily allow other features
not based on content matching and cosine similarity in the
overall relevance model. These aspects are all satis ed in
our proposed method.

Learning global term weights has other applications as
well. For example, when we construct inverted index of jobs
for job search and recommendation, we could potentially
ignore terms with low weights so that index size and query
performance could be improved.

Overall, in this paper we investigate the problem of auto-
matically learning global term weights for content-based rec-
ommender systems. More speci cally, we propose a uni ed
supervised learning framework that can simultaneously learn
term weights as well as the weights of text similarity features
(cosine similarity scores) in the nal relevance model. Our
proposed method is e cient to handle large scale training
data generated by production recommender systems. We
conduct experiments on real data from LinkedIn job recom-
mendation system to demonstrate the e ectiveness of our
approach. Based on our knowledge, we are the rst to pro-
pose such method.

2. PROBLEM DEFINITION

In this section, we formally de ne the problem we target
to solve in this paper. First of all, we use the following
examples to motivate our work.

Case 1. In some cases, relatively frequent terms could be
more predictive of relevant recommendation results. Con-
sider a user with description \I have enrolled in a project
which provides users with a visualization of federal govern-
ment financial statistics using machine learning techniques".
And we compute cosine similarity between user description
with the following two jobs description with equal length:
the rst job says\ We are a managed services provider for the
federal government", and the second job says \ You will ap-
ply machine learning algorithms to analyze big data". Both
job descriptions share one phrase with the user (\federal
government" vs. \machine learning"), but if we have more
machine learning jobs than government-related jobs in the
job database, \machine learning" will be associated with a
lower IDF score than \federal government". As a result, the
government job will have a higher similarity score than the
machine learning job, but it is clearly less relevant.

Case 2. Consider the scenario when some rare but non-
essential terms happen to match between user and job pro-

les, which could result in absurd job recommendation to
the user. For example, a user has worked at a company
that is funded by a venture capital rm V, and the user
mentioned V in his/her pro le. A job is posted by another
company that is also funded by venture capital V, and V is
also mentioned in the job description. The job is not related
to the user’s expertise, but the term V happens to match
between the member and job pro le. Since V is quite rare
in the job corpus, it has very high IDF and therefore it can
arti cially boost the similarity score between member and
job pro le, although the job is not relevant to the user.

In this paper, we propose a supervised learning approach
that can simultaneously learn global term weights as well
as multiple text similarity features between user and item
pro les. Formally, given a user and an item as in Figure 1,
we aim to solve the following questions:



e Predict the relevance score of the item to the user.

e Learn the weights of multiple content matching fea-
tures between user and item pro les (e.g., user skills
against job skills, user titles against job skills)

e Learn the optimal global term weights for each user
text section and item text section (e.g., importance of
\machine learning" in job skills)

e Ll Field Content

Recommender Systems for

Talent Matching Title Tite Software Engincer Manager — Data
— Mining/Data Analysis/Machine Learning
algorithms, python,
machine learning, data Skills Location Bay Area, CA
mining, data analysis,
linux, statistics As a Software Engineer Data Manager,
you will be responsible for leading a team
. Description | of data scientists and relevance engineers
We use various data
B that build and own recommendation
mining and information ! !
¢ algorithms, models, and systems.
retrieval techniques to
overcome the limitations | Description Jjava, C++, machine learning, data mining,
of our sparse input data \ Skills information retrieval, big data, natural

(member profiles and job
descriptions)

language processing, recommender
systems

User Job

Figure 1: An example of content matching signals
between user and job profiles

We will propose a model that is able to address the is-
sues mentioned in the two scenarios above since the global
term weights are optimized for the particular recommenda-
tion domain.

We will use the notations in Table 1 in our paper. We
refer recommendation items as jobs in this paper, but the
approach can work with other types of items with rich text
information (e.g., products, movies).

Table 1: Table of Notations

Ny | Number of users
Nv Number of jobs
Nw | Number of terms
Fy Number of elds for user
Fv Number of elds for job
s | User i’s Ny dimensional
“ bag-of-words representation in eld s
ot Job j’s Nw dimensional
bag-of-words representation in eld ¢
D | The weight for term w in eld s
w® The weight for the pair of
st user eld s and job eld ¢
W@ | Weight matrix in the rst layer
W@ | Weight matrix in the second layer
Yij Binary response from user ¢ to job j
Sp Set of eld pairs that are used in the model
ST | Positive label set
S~ Negative label set
A1 | Regularization coe cient for W
X2 | Regularization coe cient for W
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3. METHOD

In this section, we describe our approach in details, we

rst describe the overall model that predicts relevance of
items to users, then we describe how we can incorporate the
learning of global term weights into the model.

3.1 Logistic Regression Model

First we brie y review the logistic regression model, which
is a commonly used model because of its e ciency and ef-
fectiveness. Logistic regression estimates the probability of
a binary response based on a series of input features. In
our task we will design features based on text similarity be-
tween user and job pro les and feed them into the logistic
regression model to predict the probability that the job is a
good recommendation for the user. To incorporate our data
into the logistic regression model, we must carefully design
the feature for each data instance, namely a pair of user and
job.

Intuitively there are many reasons why the user is inter-
ested in a job: the user possesses the skills required by the
job, the seniority of the job is a good match, they are in the
same location, etc. This corresponds to the concept of elds
in our framework: both users and jobs have various text

elds such as title, skills, location and so on. An example is
given in Figure 1 where the user and job pro le have some
matching elds.

For a pair of user text eld and job text eld, we calculate
the similarity between the two pieces of text as a feature of
the overall recommendation model. The classic text simi-
larity function is cosine similarity, formally, the similarity
between user i’'s eld s and job j5’s eld ¢ is,

$d) = ub® . plt . (1)
* T Tl ol
Here || - ||2 is the I norm of a vector, and w™* represents

the term vector, each dimension represents a term, and the
value in each dimension represents the weight of the term.
u®® is often decomposed as tf. o idfs, where tf, repre-
sents local term weights. Each element of ¢f; could simply
be the frequencies of terms in the document, or it could be
estimated by more advanced methods, such as IR weighting
scheme (e.g., BM25), or other NLP and content analysis ap-
proaches. idfs represents the inverted document frequencies
of terms or other global term weights for all terms in eld
s, and o is the element-wise product between two vectors:
zoy = (T1y1, ", TnYn)-

Not every pair of elds is meaningful, for example, it does
not make too much sense to compute the similarity between
user’s skills and job’s location. Therefore we will only com-
pute similarity scores in a subset S, of all possible pair of

elds as the features for the recommendation model. The
selection of meaningful pairs could be done o ine and by
domain experts.

We assign weights for each pair of elds in S, to indi-
cate the importance of the feature. The probability that
job j is a good recommendation for user i is determined by
the weighted sum of input feature scores plus a threshold,
namely

Py = U} (0" 0, W) = o (3 waslly) +wo)

s,t€Sp
©)



where o(:) is the sigmoid function o(z) = 1/(1 + ¢~ %) and
ggﬂ is de ned as in Equation (1).

The logistic regression model in our framework is depicted
in Figure 2. Note that it is exible to include other features
that are not based on content matching between users and
jobs into this model, and the learning of the weights for
those features are the same, except we do not perform global
term weight optimization for those features, which we will
describe in the next section.
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Figure 2: Logistic Regression Model

3.2 Multi-layer Logistic Regression Model

In this section, we describe how we can learn global term

weights. In order to simultaneously learn term weights (WS“),

W) and weights of text similarity features (W) in a uni-

ed framework, we design a two-layer neural network, where
terms are in the bottom layer and text similarity features are
in the top layer.

In the term layer of the neural network, we associate
weights with each term. Those weights are considered as
model parameters and the gradients can back-propagate to
the rst layer to learn them. More speci cally, the raw
feature of each word w in eld s is adjusted from u%° to
wil) . -ul?®. Note that existing global weighting scheme such
as IDF can still be incorporated in u%°.

On one hand, if a term is predictive in the recommenda-
tion task (a user with machine learning skill is more likely to
apply for machine learning jobs), we would expect the corre-
sponding global term weight to be large so that the term will
be more important when cosine similarity is calculated. On
the other hand, if some term is meaningless or even mislead-
ing, the weight for the corresponding term should be close
to zero in order to reduce the e ect of the term.

It is noteworthy that the same term in di erent elds will
be assigned with di erent weights, since they may carry dif-
ferent meanings and have di erent importance scores. For
instance, the term\California" is essential in eld\location",
but may not be that meaningful if it appears in another eld.
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Therefore, we assign weight Wil to each term w and eld s
where the term appears in. We use a (Fy + Fv) X Ny ma-
trix W to represent the term weights in all elds, where
the entry at s'* row and w!™ column represents the weight
for term w in eld s. Another design choice would be cre-
ating a set of term weights for each matching pair of user
text eld and job text eld, but it would result in too many
parameters to estimate.

Now user i’s raw feature in eld s (u*®) is mapped to the
transformed feature @%° = Ws(l) o u®®, where WS“) denotes
the s** row of matrix W(1>. The eld pair similarity score
is now calculated based on the transformed feature values.
An example of the rst layer is shown in Figure 3. Formally,
the similarity score between user i’s eld s and job j’s eld
t is changed to

ﬁhs.6$t
|2 - [[D7]]2

(4,3) —
Sst — H’l:l;i’s

(©))

After the construction of rst layer, each input feature
(similarity score) is assigned a weight in the overall relevance
model. Naturally these weights appear in the second layer of
the neural network and we represent the weight as a sparse
Fy x By matrix W3, where the element at s** row and ¢**
column represents the weight for user-job eld pair (s,t).
A toy example of the neural network model is depicted in
Figure 4. Note that in this framework, we could easily add
features in the second layer that are not based on content
similarity, and we can learn the weights of these features
together with the text similarity features, the only di erence
is that we do not have term layer for those non-text features.

The probability that user ¢ will apply for the job j is given

by
'_p(yw_l)_o'( Z

s,tESp

2) (m)+w(2)) (4)

where ¢ is the logistic function and y;; is a binary value that
indicates the label of the user-job pair. Basically y;; = 1

denotes a successful recommendation and y;; = —1 means
otherwise. We will use o;; to denote 3=, .o Wi7s{ +
w$? in the remaining part.

Gjp_ 4w
O T o
3ibs = m(l) o b3 W(U o

User i’s Field s Job j°s Field ¢

Figure 3: First Layer of the Neural Network Model
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represents a field. Each hollow circle denotes a neuron in the neural network. Parameters are WO and w®,

We use log-loss to denote the prediction error, therefore
the objective function is

Ny Ny

J(W(l), W(2)) = Z Z log (1 + e vidi%i) |

i=1 j=1

We will minimize the objective with respect to model pa-
rameters W and W,

The summation above contains Ny - Ny terms, namely
all possible pairs of users and jobs in the dataset. However,
in real world the actual user-job interaction matrix is very
sparse. Therefore we only consider the set of good recom-
mendations S, and sample the set of bad recommendations
S~ from the remaining pairs. The union of the two disjoint
sets will be used to approximate the two summations in the
formula above. We will specify the criterion for good/bad
recommendations in our dataset and how they are generated
in section 4.1.

3.3 Regularization

The parameter of our model is W) and W®. I, regu-
larization is added on logistic weights W to avoid over-

tting. For the term weights W, as the feature dimen-
sion is very large and majority of terms should receive small
weights, we add an I, regularization on W to encourage
sparsity in term-level weights. So the nal objective function
we will minimize is

J(W(1)7W(2)) — Z
(i,5)eStus—

Fy+Fy Nw

A
e 30 S W+ 2w
s=1 w=1

where || - || is the Frobenius norm of a matrix: ||A||lr =

(me A?,m)lm

log (1 + e vi47i7)

®)
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3.4 Optimization

Since the number of parameters is large and there are
tremendous amount of training data, we use stochastic gra-
dient descent (SGD) to learn the model, since it is proven
to be scalable and e ective. For learning term weights in
the bottom layer, we use ideas similar to the common back-
propagation approach [23], where the error is propagated
backwards from the top label layer down to the rst layer.
To handle the optimization for [; norm, we use the subgra-
dient strategy proposed in [24].

The gradients w.r.t parameters can be calculated as fol-
lows. First, we look at the top layer weights (for eld pairs):

]

oJ u" -’Uj’t (2)
8Ws(t2) i,j%;;to “ ||uz,s” . Hv],t | st
where
e Yijoij
Cij = —Yij

14 e Yij%ij

Then, the gradients for rst layer weights in user elds:

7 (1)
oJ Wsw H (1)
awip PNty Il >0
9T _ 4 ) if w) =0, 97 < )
aJ owly) ! s »owlD) 1
owii) oJ e (1) o7
Sw® A1 if Ws =0, ow (D > A\
aJ ; (1) — aJ
ow @ if Weot =0,—)1 < 5w D
where
@)
oF _ 3 _ g W sty ()
ows) @[ aref - T e
sw ,5:yi570 t:(s,t)ESp
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The gradients for rst layer weights in job elds are simi-
lar:

w®

8J P (1)
M e if 0
ow @ Ty Wl >
aJ H (1) — aJ
o WD + A\ if W,/ =0, ow D < =\
aWt<1) - aJ i (1) — aJ
w awt(i) — )\1 if Wtw = 0, 78Wt(i,) > )\1
aJ P (1) — aJ
owf,) W =0, =0 < owl,) ~
or cij - W is, dityrr(1)
aw® > [@is]| - [|53-]] (v W
tw 4,519 70 s:(s,t) €Sy
Wi - @i - @ - 5
|[©9¢][2
®

Since the terms in the rst layer are very sparse, we need
to consider such sparsity in deciding the learning rate in
SGD. Here, we use the method of adaptive step-size de-
scribed in [22] and [10] to update the learning rate for each
feature dynamically. The intuition is that for a sparse fea-
ture that appear very few times, the step size of such feature
should be larger. Speci cally, we keep track of the gradient
applied on a parameter in every iteration and decrease its
step-size accordingly. In short, the more a parameter has
been updated, the smaller its step-size becomes. The up-
dating rule of any parameter 6 is given by

gt+1

9(t+1) — 9(1) -n- 9)

Sl g7
where 6 is the value of 9 for the ¢ times 6 appears, 7 is
the learning rate and g, is the gradient of ¢ for the ¢‘* times

that 6 is updated.

4. EXPERIMENTS

In this section we will demonstrate the advantage of our
model compared to baseline models. We will rst describe
the dataset and then evaluate our model with other base-
lines. We also conduct several case studies to show which
terms are the most predictive in our recommendation task,
as well as which pairs of elds are important. Those case
studies show the alignment of our model with the intuition.

4.1 Dataset

We use a real world dataset from LinkedIn? to evaluate
our model. LinkedIn has a feature called \Jobs You May
Be Interested In" (JYMBII), which provides job recommen-
dations to its members that match the member’s pro le in
some way. When a user logs in, he/she is able to see several
recommendations under the JYMBII panel in the timeline
as in Figure 5, and the user can click the job to see details,
apply for it or simply ignore them.

We used job recommendation data from May 2015. Each
record contains information such as the user ID, job ID,
whether the user applied/viewed for the job, time stamp
and so on. We further divide them into two sets according
to the interaction between the user and the job. We consider

’http://www.linkedin.com/

39¢

Jobs you may be interested in

View Job View Job

Post a job * See more jobs

Figure 5: JYMBII (“Jobs you may be interested in”)
panel

the label of a user-job pair as positive if the member applied
for the job, and one as feedback negative if the member has
seen the job recommendation but did not click it. The rea-
son for the di erent criterion is to distinguish the two labels
as much as we can, as applying for the job is a much stronger
behavior than simply clicking it. The collection of positive
pairs constitutes the positive label set S™. In considera-
tion of balancing positive and negative samples, we sample
a subset of negative pairs from our negative label set S™.
For the negative label set, half is chosen from the feedback
negatives (the user did not click the job), the other half is
called random negatives, which are generated by randomly
sampling pairs of users and jobs. We need the random neg-
atives because there is bias if we only use feedback negatives
as negative training data.

In total, our sample data contain about 3.1 million user-
job pairs. 90% of the data are used for training and the
remaining 10% as test. The dictionary contains 490,089 dis-
tinct terms, where stop words have already been removed
and meaningful phrases are also extracted (such as\machine
learning"), we simply treat these phrases the same as other
uni-gram terms. Users have 51 elds and jobs have 24 elds.
As mentioned before, we manually scanned the possible eld
pairs between users and jobs and keep 79 eld pairs in the
logistic regression.

4.2 Baseline

In our experiments, we compare with a baseline and sev-
eral variations of our method. In all the methods, TF in
certain short text elds are simply term frequency, while in
longer text elds are BM25 scores. Standard IDF scores are
also used in our approach as mentioned in Section 3.2, so we
are essentially learning an adjustment of the standard IDF
scores.

e The basic logistic regression model as described in 3.1
with TF-IDF weighting scheme.

e One variation of our multi-layer logistic regression model
where only term weights in the job’s elds are learned,
while on member side, heuristic TF-IDF is used. Since
we reduce the number of parameters, the training of
this model is more e cient.

e One variation of our multi-layer logistic regression model
where only top portion of terms are kept in every eld
after the training process. The remaining terms are
dropped as if they never exist. This mainly tries to test



if we can e ectively reduce our index size by learning
term weights.

By comparing our model with the rst baseline, we are
able to show the advantage of using automatically learned
term weights in a speci c task rather than using a heuristic
one. Improvement of the rst variation demonstrates the
signi cance in constructing entity feature using learned pa-
rameters as well. The comparison to the second variation
illustrates our ability to achieve a good recommendation re-
sult e ectively using only a portion of the terms. For fair
comparison, we use the same coe cient for the /5 regulariza-
tion and apply adaptive learning rates in all methods above.

4.3 [Evaluation of the Multi-layer Logistic Re-
gression Model

We use the area under the ROC (receiver operating char-
acteristic) curve (AUC) as well as the area under precision-
recall curve (AUPRC) to evaluate the results. AUC and
precision/recall are important measures in terms of recom-
mendations. ROC curve illustrates the performance of a
binary classi er as the threshold changes. Two axes of the

H e _ 5" True Positive
curve is true positive rate TPR = S~ Condition Positive and

false positive rate FPR = Zerqeelithe . AUC s the
area under the ROC curve, and basically the score will be
higher if the probability of more positive instances ranks
higher than negative ones. Precision-recall curve is also a
plot that presents the results of a binary classi er and it is
created by plotting precision against recall as the threshold
varies. Both of them are popular evaluation measures for a
binary classi er.

Table 2: Effectiveness of MLRM
Method AUC AUPRC
Baseline 0.692 0.671
MLRM 0.811 (+17.2%) | 0.793 (+18.2%)
MLRM (jobs only) 0.792 (+14.5%) 0.771 (+14.9%)

Table 2 shows the AUC and AUPRC of baseline, our
method MLRM and MLRM (jobs only). The ROC curve
and the precision-recall curve of our methods and the base-
line are shown in Figure 6. As we can see, MLRM can
improve both measures by more than 17% over the base-
line, which clearly justi esthe e ectiveness of learning global
term weights. Even if we only learn term weights for jobs,
we could still improve the relevance by 14%.

search and recommendation, we could only select these top
terms so that index size can be reduced and query time can
be improved, since query terms that are not top terms will
not hit any inverted index. The results of the variations are
shown in Table 3, in general if we drop terms, results will be
worse, but they are still better than the baseline. Note that
we already perform L1 normalization in learning the term
weights, so there are already quite a few terms that have
zero weights in the full model. We can see that even if we
only use the top 10% terms, AUC is still 7.5% better than
the baseline.

In sum, our full model has the best performance among
all the trials. We are able to achieve an outstanding per-
formance as well even if we are only allowed to manipulate
one type of entity in a recommendation task. In particu-
lar, our approach still has considerable improvement over
the baseline even if we use only half of the terms in every

eld to do recommendation, which indicates less storage re-
quirement and better computing e ciency. The results of
keeping fewer important keywords show a trade-o between
performance and even higher space and computational ¢ -
ciency.

Table 4: Sensitivity of regularization parameter

Coe cient of AUC AUPRC
11 Regularization
A =1078 0.804 (+16.2%) | 0.789 (+17.6%)
A =1077 0.806 (+16.4%) | 0.789 (+17.6%)
A =10° 0.808 (+16.8%) | 0.789 (+17.6%)
A =107° 0.780 (+12.7%) 0.750 (+11.8%)

We set the regularization coe cient to be A\; = 1075 and
X2 = 107" in all of the results and gures above. We try
di erent values of A\; in our model and the comparison with
baseline is shown in Table 4. We can observe that our model
is not sensitive to the choice of regularization coe cient.

We also study the e ect of adaptive learning rate and
{1 regularization in Table 5. In short, regularization and
optimizing tricks do improve our model’s performance.

Table 5: Effect of Adaptive Learning Rate and [
Regularization

Method AUC AUPRC

MLRM without [

0,
and adaptive 0.793 (+14.6%)

0.774 (+15.4%)

MLR'Z‘ with 0.808 (+16.8%) | 0.789 (+17.6%)
Table 3: Effectiveness of selecting top terms MLRM with
Method AUC AUPRC adaptive 0.811 (+17.2%) | 0.793 (+18.2%)
MLRM 0.811 (+17.2%) | 0.793 (+18.2%)

MLRM (top 90%) | 0.786 (+13.6%) | 0.764 (+13.9%)

MLRM (top 80%) | 0.760 (+9.8%) 0.768 (+14.4%)

MLRM (top 50%) | 0.756 (+9.3%) 0.761 (+13.4%)

MLRM (top 10%) | 0.744 (+7.5%) 0.780 (+16.2%)

In consideration of e ciency, after learning the parame-
ters for terms in all elds, we could use the terms that have
highest weights in each eld as the eld’s representation.
Those terms which have a weight lower than a threshold
are discarded. If we build inverted index on jobs to allow

4.4 Case Studies

In addition to the improvement in terms of AUC/AUPRC
as shown above, we also conduct a few case studies on the
parameters which can tell some interesting stories behind
our model.

4.4.1 First Layer Weights WV
These weights are also known as term weights in di erent
elds. Recall that W) is large if term w is discriminating
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Figure 6: Comparison on Test Dataset

and predictive in eld s, whereas WS(}}, is close to zero if

term w’ acts like a stop word. We plot a histogram of Wiy
for some of job elds in Figure 7, and histograms on term
weights in user elds are similar. The weight distribution
basically follows the Zipf’s Law.

There are a few terms in each eld with large weights.
The importance of these keywords is straightforward: if they
appear in the particular elds of both user and job, the user
is more likely to apply for the job. In other words, these
keywords are predictive in our job recommendation task.
From the results we can also recognize which are the most
predictive skills, locations, etc. when people are looking for
jobs. For instance, the term \machine learning" has a large
weight in both user and job’s skill eld. It can be inferred
that the chance of a machine learning person applying for a
machine learning related job is higher than another user-job
pair with di erent skills.

Table 6: Top Field Pairs

Rank User Field Job Field
1 Skill 1d Skill 1d
2 Summary Description
3 Skill Terms Skill Terms
4 Past Position Summary | Description
5 Past Title Title
79 Past Title Skill

4.4.2 Second Layer Weights W

These eld-pair weights indicate which pairs of elds come
rst in determining the overall relevance of jobs to users. A
larger weight W indicates that the interaction between
user eld s and job eld ¢ is more essential. We sort those
eld pairs according to Ws(f) and summarize the results in
Table 6. We can see from the table that the most important
factors in job application are, the matching of user and job
skills (ranking 1°¢ and 3"¢), and user’s summary with job’s
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description (ranking 2"?); whereas the matching between
user’s past title and job’s skills is the least important. These

eld-pair weights agree with both the weights learned by the
baseline model and our intuition.

5. RELATED WORK

Designing text representations from the content has at-
tracted interests from researchers in various elds. The de-
facto method for weighting terms is the TF x IDF scheme,
and in general sense TF can represent any local weighting
scheme of the word within each document, and IDF can rep-
resent any global weighting scheme of the word across the
corpus. Numerous content analysis approaches can be ap-
plied to determine TF, including IR based measures (e.g.,
BM25), NLP based methods such as topic analysis, keyword
extraction, salience detection, etc. As we have mentioned,
these methods are orthogonal to the focus of this paper, and
they can be easily integrated with our approach.

In this paper we focus on learning the global term weights,
so far the most successful approach for global term weights
has been inverse document frequency (IDF), which was rst
introduced as \term speci city" in [28]. Some approaches
have been proposed to optimize term weights for the pur-
pose of document categorization, including some supervised
approaches [6, 8, 27, 15, 16, 4, 19, 7], which exploit the
category label of the documents to provide some guidance
on term weighting. Those methods build classi ers that es-
timate the probability that each document belongs to cer-
tain category using term weights as parameters. Soucy and
Mineau [27] utilize statistical con dence intervals to esti-
mate the proportion of documents containing each term,
thus de ne the strength of each term. Their method fa-
vors the terms that are proportionally more frequent in the
positive class. Deng et al. [7] propose a weighting scheme
that consists of two parts: the importance of a term in a doc-
ument as well as the importance of the term for expressing
sentiment. Those measures are learned based on statistical
functions of the supervised document label information. Lan
et al. [15] propose a new factor called \relevant frequency"
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which takes category information into account to improve
term’s discriminating power. Unsupervised text representa-
tions are mostly based on statistical information of terms
in the corpus. These measures contain document frequency,
x? statistic [31], information gain, mutual information, odds
ratio and so on.

The settings of these previous methods are mainly doc-
ument categorization, which is very di erent from the set-
ting of this paper on content-based recommendation, where
cosine similarity is leveraged to calculate the similarity be-
tween texts, and therefore the learning of term weights should
directly optimize the cosine similarity. Moreover, there are
multiple matching elds between users and items, and they
should be considered holistically for learning term weights.

For recommendation systems where entities are associated
with text information, there are various context-aware meth-
ods [2, 13] that try to incorporate user pro le information
with the system in order to achieve a better recommenda-
tion performance. Speci cally, many models have been pro-
posed to utilize text information. Text can be used as a pre-

Iter [1], post- Iter, or integrated with the recommendation
model. Among the integrated models, some approaches [20,
9, 5, 18] use text to do user classi cation or pro le inference,
and apply the learned label as either Itering or modi ca-
tion to the rating scores. Some approaches [11, 3, 29, 21,
12] use trained textual labels or sentiments for latent rat-
ing dimension. They try to correspond the topics inferred
from the text with the latent factors in content-based rec-
ommendation models. For example, Agarwal and Chen [3]
build a topic model on both user and item side, and use
the topic distribution to match the latent factor in matrix
factorization. Other methods consider text as an auxiliary
feature besides the ratings. Li et al. [17] consider text as an
additional dimension of input feature for the recommenda-
tion model. Apart from directly using text as an additional
feature for a recommendation task, several latent semantic
models have been developed in order to obtain the similarity
of two documents at topic level. This is inspired by the fact
that sometimes two relevant documents may share few terms
in common because of their language discrepancy. In this
setting, a deep structure is usually built to generate a highly
non-linear concept vector for a text string. Some of the stud-
ies have been applied to web search ranking and relevance
tasks [14, 26, 25]. Although these approaches present a more
sophisticated framework to utilize textual knowledges, our
simple yet e ective method has a very clear explanation of
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the role of each term in the recommendation system. In
addition, our algorithm is more scalable towards real-world
tasks. All of these methods rely on the representation of text
without optimizing the text representation at term level. In
this paper we propose a general framework that can simul-
taneously learn domain speci ¢ term weights as well as rel-
evance between users and items for recommendation.

6. CONCLUSION

In this paper, we propose a method to learn global term
weights for improving content-based recommendation. Our
method can simultaneously learn term weights and the -
nal relevance score between users and items. Text similarity
function (cosine) is directly optimized and multiple cosine
similarity scores between di erent sections of user and item
pro les are considered holistically. The uni ed framework
also easily allows other features not based on content match-
ing and cosine similarity in the overall relevance model. Our
proposed method is e cient to handle large scale training
data generated by production recommender systems. We
conduct experiments on real data from LinkedIn job recom-
mendation system to demonstrate the e ectiveness of our
approach, we could improve AUC by over 17%. Moreover,
we demonstrate that learning global term weights has po-
tential to improve the e ciency of recommender systems.
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