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ABSTRACT
Mobile digital assistants such as Microsoft Cortana and Google Now currently offer appealing proactive experiences to users, which aim to deliver the right information at the right time. To achieve this goal, it is crucial to precisely predict users’ real-time intent. Intent is closely related to context, which includes not only the spatial-temporal information but also users’ current activities that can be sensed by mobile devices. The relationship between intent and context is highly dynamic and exhibits chaotic sequential correlation. The context itself is often sparse and heterogeneous. The dynamics and co-movement among contextual signals are also elusive and complicated. Traditional recommendation models cannot directly apply to proactive experiences because they fail to tackle the above challenges. Inspired by the nowcasting practice in meteorology and macroeconomics, we propose an innovative collaborative nowcasting model to effectively resolve these challenges. The proposed model successfully addresses sparsity and heterogeneity of contextual signals. It also effectively models the convoluted correlation within contextual signals and between context and intent. Specifically, the model first extracts collaborative latent factors, which summarize shared temporal structural patterns in contextual signals, and then exploits the collaborative Kalman Filter to generate serially correlated personalized latent factors, which are utilized to monitor each user’s real-time intent. Extensive experiments with real-world data sets from a commercial digital assistant demonstrate the effectiveness of the collaborative nowcasting model. The studied problem and model provide inspiring implications for new paradigms of recommendations on mobile intelligent devices.
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the intent is included in the context. Modeling the structure of the context and the relationship between the context and intent is a great challenge.

Existing recommendation models cannot effectively tackle the above challenge. Instead of monitoring users’ intent, most existing recommendation algorithms deal with a particularly given intent, e.g., to find interesting movies, music tracks, or books, and try to recommend new items fulfilling the given intent. State-of-the-art recommendation models [8][17][36] that capture the evolving of user preferences and item attributes also fail to address the above challenge. This is because instead of evolving on a daily or monthly basis, the intent, together with the context, may change dramatically within a short time. Models [15][30] for short-term (e.g., next-basket) recommendations that depend on the similarity or co-occurring patterns between items cannot resolve the challenge either because they overlook the context. Although a few context-aware recommendation models [5][22] have looked at the context of a user, the considered context is often static and contains very few signals.

Inspired by models explaining the chaotic weather and dynamic economic variables, we propose resolving the intent monitoring problem with an innovative collaborative nowcasting model. Nowcasting is widely used in meteorology and macroeconomics. It is defined as: the prediction of the present and very near future (cf. Section 5.1 for more discussions). A main difference between nowcast and forecast is the effective exploitation of side data, which are quantities contemporaneous with the variable of interest. Utilizing the context as side data to intent, the collaborative nowcasting model effectively resolves the sparsity, heterogeneity, and dynamics of the context and intent. It also successfully models sequential patterns, co-movement, and correlation within the context and between context and intent.

In the collaborative nowcasting model, we treat the context as stochastic processes and represent the history of contextual information as correlated time series. To resolve the sparseness of such series, we make use of tensor decomposition techniques to obtain collaborative latent factors, which summarize the prevalent co-movement and temporal structure among all the series. Then, to effectively monitor the intent of each individual user and model the correlation of contextual information, we deploy the collaborative Kalman Filtering to generate personalized latent factors. Finally, we employ the personalized latent factors to nowcast/monitor the intent for each user. The contribution of this paper is summarized as follows:

- We identify the intent monitoring problem, which closely tracks the user’s real-time intent and has wide applications in emerging proactive experiences.
- We propose a collaborative nowcasting model, which successfully models the dynamic characteristics, sequential patterns, and complex correlation between context and intent, and effectively solves the intent monitoring problem.
- We conduct extensive experiments with real-world data sets from a commercial digital assistant. The results confirm the superiority of the collaborative nowcasting model over various baselines.

The rest of the paper is organized as follows. Section 2 formally defines the studied problem and introduces the nowcasting concept. Section 3 discusses the collaborative nowcasting model. Section 4 presents the experiments. Section 5 summarizes related work and Section 6 concludes.

2. PRELIMINARY

We first formally define the intent monitoring problem for contextual recommendations, and then introduce nowcasting and the existing nowcasting model.

2.1 Problem Formulation

The intent we consider can be any potential need of the user, for example, the need to read news, check the weather or traffic conditions, find nearby restaurants, check stock prices, install new apps etc. Within a time range t, the user u may have several types of intent. Let \( \Gamma^t_u \) be the intent set. Given a type of intent \( \gamma \), we use \( I^t_{\gamma u} \) to indicate whether the user u has the intent \( \gamma \) within t, where

\[
I^t_{\gamma u} = \begin{cases} 
1 & \text{if } \gamma \in \Gamma^t_u \\
0 & \text{if } \gamma \notin \Gamma^t_u
\end{cases}
\]

The context \( X^t_u \) of a user u can be any contemporaneous information relevant to the user’s intent, such as the physical environment like the spatial and temporal information, the activities the user is performing (or has recently performed), keywords the user recently searched for in a search engine, etc. We formally define the intent monitoring problem as follows:

DEFINITION 1 (INTENT MONITORING). Given a starting time \( t_0 \), a monitoring granularity \( \Delta \) a type of intent \( \gamma \) and the context \( X^t_u \) of user u the intent monitoring problem is to predict the value of \( I^t_{\gamma u} \) with the context \( X^t_u \) for each time step t of length \( \Delta \) starting from \( t_0 \).

2.2 Nowcasting

To effectively utilize contemporaneous information relevant to the variable of interest, we need nowcast instead of forecast. Nowcast is defined as the prediction of the current value of a variable of interest or its value in the very near future, e.g., two hours (hence nowcast is sometimes also referred to as short-term forecast).

The main difference between forecast and nowcast lies in the availability of side data. As illustrated in Figure 2(a), side data, different from historical data, are quantities that are contemporaneous with, closely related to, and more frequently available than the variable of interest (e.g., the industrial output to the gross domestic product (GDP)). In nowcasting, we can infer the value of the variable of interest more accurately by utilizing both the historical and side data. When conducting a forecast, as shown in Figure 2(b), all the information we can exploit are historical data (relative to the variable of interest). In fact, for nowcasting, we tend to rely more on side data than historical data.
3. COLLABORATIVE NOWCASTING

We first introduce the model in Section 3.1 and then discuss the three steps for estimating the model parameters in Sections 3.2, 3.3, and 3.4, respectively.

3.1 Model Formulation

Following existing work on nowcasting [6][7][12], we model the contextual information as stochastic processes and represent the user’s historical and side data as time series. Each type of contextual information is one stochastic process and produces one series. All the available series for a user u form a panel $X^u$. Table 1 shows an example of a panel containing six series: two app series named Facebook and Skype, respectively; two venue series: McDonald’s and IKEA; one spatial series: Dist-to-Office and one temporal series: Day-of-Week. The monitoring intent is to read news. The monitoring granularity (i.e., time step length) is one hour and the panel shows the user’s historical and side data from 10 o’clock in the morning to now. We denote by $x^u_{i,t}$ the $i$th random variable of the $i$th process in panel $X^u$, which is also referred to as the contextual indicator. The value of $x^u_{i,t}$ either indicates the length users use an app or visit a venue, or any other relevant quantities for the process such as the distance to the office. In the sequel, we use the two words process and series interchangeably when the context is clear. Note that in the last time step, the side data may not be available in a synchronous manner, which means we may have missing values (denoted by the symbol “-” in the above example) for real-time nowcasting. In practice, there can be hundreds of series in a panel and the monitoring granularity can range from minutes to hours depending on the application. Each user has data specific to herself and hence has a different number of series. We denote by $N^u$ the number of series in $X^u$, and by $T$ the number of time steps. For expositional convenience, we will present the model using the panel of each individual user, and in the following part of this section we will drop the superscript $u$ for notational simplicity.

To obtain a parsimonious model and hence retain the model’s forecasting power, we assume that the dynamics of the panel are driven by a few latent factors. Let $R$ denote the number of factors for $X$. We assume that the contextual indicator $x_{i,t}$ in panel $X$ has the following structure

$$x_{i,t} = \Lambda \tilde{f}_t + \xi_{i,t},$$

where $\Lambda = (\lambda_1, \ldots, \lambda_N)'$, $\tilde{f}_t = (x_{1,t}, \ldots, x_{N,t})'$, and $\xi_{i,t} = (\xi_{1,t}, \ldots, \xi_{N,t})'$ are the factor loading matrix, the panel column vector, and noise vector at time step $t$, respectively. We also collect the factors in matrix $F \in \mathbb{R}^{R \times T}$ and let $f_t$ stand for the $t$th column of the factor matrix $F$. For model simplicity, we assume that the noise components are orthogonal across series and time steps, i.e.,

$$E(\xi_i \xi_i') = \Psi = \text{diag}(\tilde{\psi}_{1,t}, \ldots, \tilde{\psi}_{N,t})$$

$$E(\xi_i \xi_{i-\delta}) = 0, \text{ for all } \delta > 0.$$

To handle the missing value at the last time step and simplify the model, we set

$$\tilde{\psi}_{i,t} = \begin{cases} \tilde{\psi}_{i,t} = \psi_i & \text{if } x_{i,t} \text{ is available} \\ \infty & \text{if } x_{i,t} \text{ is not available} \end{cases}$$

which means one series has the same noise variance across different time steps and the missing value is treated as noise with a very large variance.

To fully exploit the sequential pattern and co-movement of the latent factors, we assume that the dynamics and autocorrelation of the latent factors have the following structure

$$f_t = A f_{t-1} + B \omega_t$$

where $A \in \mathbb{R}^{R \times R}$ is the transition matrix, $B \in \mathbb{R}^{R \times Q}$ is a matrix of full rank, and $\omega_t$ is the white noise (i.e., $\omega_t \sim \text{WN}(0, I_Q)$).

The given type of intent is also modeled as a stochastic process, where the value of the produced time series indicates the likelihood of a user having the intent. When the likelihood is above a chosen threshold, we say that the user has such intent. Let $\hat{y}_t$ be the value of the nowcasted likelihood at time step $t$. Assuming that the intent likelihood and contextual indicators are jointly normal, we obtain that the likelihood is a linear function of the estimated latent factors $\tilde{f}_t$ [12], i.e.,

$$\hat{y}_t = \alpha + \beta' \tilde{f}_t \quad \text{for } 1 \leq t \leq T$$

<table>
<thead>
<tr>
<th>Time step</th>
<th>10 a.m.</th>
<th>11 a.m.</th>
<th>12 p.m.</th>
<th>1 p.m.</th>
<th>Now</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>306</td>
<td>0</td>
<td>915</td>
<td>32</td>
<td>257</td>
</tr>
<tr>
<td>Skype</td>
<td>0</td>
<td>1853</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>McDonald’s</td>
<td>0</td>
<td>1256</td>
<td>652</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IKEA</td>
<td>0</td>
<td>0</td>
<td>532</td>
<td>1247</td>
<td>-</td>
</tr>
<tr>
<td>Dist-to-Office</td>
<td>10.4</td>
<td>8.3</td>
<td>9.1</td>
<td>21.3</td>
<td>-</td>
</tr>
<tr>
<td>Day-of-Week</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>News Intent</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>?</td>
</tr>
</tbody>
</table>
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The remaining issue is estimating the parameters in the
model. One challenge in the intent monitoring problem is
that the panel (as illustrated in Table 1) is usually very
sparse, and this will cause significant problems in estimating
the model parameters, especially the latent factors. We
propose solving this problem by employing the collaborative
capabilities among users. In particular, as illustrated in Figure
3, we first i) collect the panels of all users and make these
panels form a tensor, and then ii) use tensor decomposition
 techniques to extract collaborative latent factors, which are
then iii) used in the collaborative Kalman Filtering step to
obtain personalized latent factors and iv) finally we use the
personalized factors in the nowcasting for each user.

3.2 Extracting Collaborative Latent Factors

To make use of the collaborative capabilities among users,
we extract (i.e., estimate) latent factors by simultaneously
utilizing the panels of all users via tensor decomposition. We
call the obtained latent factors collaborative latent factors. Before discussing the methods of obtaining collaborative
latent factors, we first introduce notation and some basics of
tensor and tensor decomposition.

3.2.1 Tensor and Tensor Decomposition Preliminary

A tensor is a multi-way (i.e., multidimensional) array and
the high-order generalization of vectors and matrices. As
shown in Figure 4, the three-dimensional array, denoted by
X ∈ R N × T × M , is a three-way tensor. The way of a tensor
is also known as modes or orders. In this paper, we will
mainly focus on three-way, i.e., third-order, tensors. The
general element of a three-way tensor X is denoted by X nt,m .
 Analogue to columns and rows in a matrix, the column,
row and tube of a tensor contain the elements of X nt,m ,
x nt,m and x nt,t , respectively, where the symbol “;” means all
values for that subscript. Similarly, the horizontal, lateral and frontal slices of a tensor consist of the elements of x nt,m ,
x nt,t and x t,m , respectively. For convenience, we also denote
the ith frontal slice of X by X i .

Similar to matrix factorization, tensor decomposition de-
composes a tensor into the sum of a few low-rank (in par-
cular rank-one) tensors that best approximates the given
tensor. Two common tensor decomposition techniques are
the Tucker and CANDECOMP/PARAFAC (CP) decompo-
sition. The CP decomposition can be treated as a special
case of the Tucker decomposition. To avoid over param-
eterizing the model, we will mainly focus on the CP
decomposition and its variants. For a given three-way tensor
X ∈ R N × T × M , the CP decomposition is expressed as

\[ X \approx \sum_{r=1}^{R} u_r \circ v_r \circ w_r \]

where \( u_r \), \( v_r \), \( w_r \) are vectors of size \( N \times 1 \), \( T \times 1 \), and
\( M \times 1 \), respectively, and the symbol ‘\( \circ \)’ stands for the outer
product. Figure 4 illustrates the CP decomposition.

To obtain the CP decomposition, the following optimization
problem is to be solved:

\[ \min \| X - \hat{X} \|, \quad \text{where} \quad \hat{X} = \sum_{r=1}^{R} u_r \circ v_r \circ w_r \]

where the symbol ‘\( - \)’ denotes the element-wise subtraction
(which produces a tensor \( Z \) with \( z_{ntm} = x_{ntm} - \hat{x}_{ntm} \)) and
\( \| \| \) denotes the tensor norm which is (similar to the matrix
Probenius norm) defined as

\[ \| X \| = \sqrt{\sum_{n=1}^{N} \sum_{t=1}^{T} \sum_{m=1}^{M} x_{ntm}^2} . \]

For convenience, we collect the vectors \( u_r \), \( v_r \), and \( w_r \) in
matrices \( U \), \( V \) and \( W \) which are of sizes \( N \times R \), \( T \times R \)
and \( M \times R \), respectively. A common method to solve the
above optimization problem is the alternating least square
(ALS) algorithm. The ALS first initializes \( U \), \( V \) and \( W \) with
singular value decomposition (SVD), and then fixes \( U \)
and \( V \) and solves for \( W \) (which reduces the problem to an
ordinary least square problem), and then fixes \( U \) and \( W \)
and solves for \( V \) and so forth, until some convergence condition
such as little or no change in \( U \), \( V \), \( W \) is met.

The outer product of two vectors \( a = (a_1, \ldots, a_m)' \) and \( b = (b_1, \ldots, b_n)' \) is a matrix \( M \) of size \( m \times n \) with the general entry
\( M_{ij} = a_ib_j \), and similarly the outer product of a vector and a matrix
is a three-way tensor.
where \( X \) equals \( \sum_{u=1}^{M} \), is approximated by

\[
X^u \approx UD^{(u)}V'
\]

where \( D^{(u)} = \text{diag}(W_{u,1}, \ldots, W_{u,r}) \), and \( U \in \mathbb{R}^{N \times R} \), \( V \in \mathbb{R}^{T \times R} \), \( W \in \mathbb{R}^{M \times R} \) are the matrices obtained in the CP decomposition. The matrix \( V \) contains the collaborative latent factors, i.e.,

\[
F = V'.
\]

At this point, the latent factor matrix for user \( u \) equals \( \tilde{F}^u = \tilde{F} \)

\[ \text{Figure 4: CP decomposition} \]

### 3.2.2 First Approach: CP Decomposition

Next, we discuss the method of extracting collaborative latent factors from tensors. The simplest approach to forming the tensor is to use each of the contextual information (\( N \)), time (\( T \)) and users (\( M \)) as one mode (i.e., dimension), as illustrated in Figure 4. One difficulty, however, lies in forming the contextual information mode because each user \( u \) has different types of contextual information and hence a different panel size \( N^u \).

It is not sensible to deploy a uniform contextual information mode (i.e., let each horizontal slice represent one type of contextual information) by pooling together all types of contextual information from each user. The reasons are: i) The types of contextual information for all users are numerous since there are, for instance, tens of thousands of different apps and hundreds of thousands of venues from all users, which will result in an unnecessarily large tensor. ii) For each individual user, she may experience only a small portion of the various types of context in the pool, which means the frontal slice for this user will include a large amount of row fibers containing only zeros, and this contradicts our goal of reducing sparsity. iii) Unlike the user-item matrix widely used in traditional recommendations that contains target variables (e.g., ratings) to be predicted, the contextual information is not to be completed like the user-item matrix, but to be exploited as side data to extract latent factors that summarize the temporal dynamics and sequential patterns. It is thus meaningless to incorporate all types of contextual information for a single user.

Therefore, as a first approach, we collect the individual panel of each user, assemble these panels together, and append series containing zeros to small panels to make the contextual mode uniform in size. Let \( M \) denote the number of users and

\[
N = \max \{ N^u | u = 1, \ldots, M \}
\]

denote the number of series in the largest panel. As illustrated in Figure 4, we obtain the tensor \( \mathcal{X} \in \mathbb{R}^{N \times T \times M} \), where the first, second, and third modes are the contextual information, time, and user dimensions, respectively.

After applying the CP decomposition to the obtained tensor \( \mathcal{X} \), the panel of the \( u \)th user, i.e., the \( u \)th frontal slices of \( \mathcal{X} \), is approximated by

\[
X^u \approx UD^{(u)}V'
\]

and the factor loading matrix is computed by

\[
\tilde{A}^u = U^u D^{(u)}
\]

where \( U^u \) contains the first \( N^u \) rows of the matrix \( U \). The factor and loading matrices are then used in the following collaborative Kalman Filtering step.

The collaborative latent factors, different from those obtained from a single panel, contain prevalent features among a large number of users. They carry much more information on the common pattern and shared structure of the contextual data, which is not available from any single panel.

### 3.2.3 Second Approach: PARAFAC2 Decomposition

By making the contextual mode be of uniform size, the tensor \( \mathcal{X} \) contains many manually-imposed zero elements, which bring noise into the parameter estimation procedure. To further reduce noise and data sparsity, in this method, we only assemble the panel of each user together, and make no modifications to any panel (i.e., equivalent to removing the appended zero-series from the tensor used in the CP decomposition). An example of the resulting tensor is shown in Figure 5. In this setting, the tensor is a “jagged” tensor that contains slices of various sizes in the contextual mode.

In order to obtain the collaborative latent factors, we use the PARAFAC2 [13] decomposition technique to perform tensor decomposition on the “jagged” tensor. PARAFAC2 is a variant of the CP decomposition that relaxes some constraints of the CP’s. For a three-way tensor, the PARAFAC2 decomposition only requires two out of the three modes to have uniform sizes, which in our scenario are the time and user modes, while the third mode, i.e., the contextual mode, can be of various sizes. An illustration of the PARAFAC2 decomposition is shown in Figure 5. In our problem, the PARAFAC2 decomposition is equivalent to solving the optimization problem

\[
\left( \tilde{F}, \tilde{A}^u \right)_{u=1,\ldots,M} = \min_{F, \tilde{A}^u} \sum_{u=1}^{M} \| X^u - \tilde{A}^u F \|_F^2
\]

where \( F \) stands for the Frobenius norm.

After decomposition, the panel for the \( u \)th user is approximated by

\[
X^u \approx G^u H^u L^u V'
\]

where \( G^u \in \mathbb{R}^{N^u \times R} \) is an orthonormal matrix, \( H \in \mathbb{R}^{R \times R} \) is a matrix invariant to \( u \), \( L^u \in \mathbb{R}^{R \times R} \) is a diagonal matrix and \( V \in \mathbb{R}^{T \times R} \) is the matrix containing the collaborative latent factors. For the \( u \)th user, the initially estimated latent factors are

\[
\tilde{F}^u = \tilde{F} = V'
\]

\[ \text{Figure 5: PARAFAC2 decomposition} \]
and the factor loading matrix is computed by
\[ \hat{A}^u = G^u H L^u. \]

The PARAFAC2 decomposition is an effective approach because: i) The original structure of each panel is well approximated with no manually-imposed noise. ii) Since the temporal mode, i.e., time dimension, of the tensor is uniform across slices, PARAFAC2 is able to extract the shared temporal characteristics by utilizing such uniformity, which is vital in the intent monitoring problem. iii) The flexibility of PARAFAC2, i.e., allowing one mode to be of various sizes, is particularly suitable for the non-uniform contextual mode, which introduces no extra constraints and hence obtains more information than the CP decomposition. Extensive experiments (cf. Section 4) also validate the superiority of the PARAFAC2 decomposition. Therefore, we use this approach in the proposed model.

3.3 Collaborative Kalman Filtering

For the intent monitoring problem, it is not sufficient to utilize only the collaborative latent factors obtained from the tensor decomposition. The collaborative factors only reflect the static common structure of the historical and side data. The dynamics of the factors and hence the correlation and co-movement of time series, however, are not fully taken into consideration. Moreover, the factors are extracted from the data of all users and hence are the same for all users, which is not suitable for personalized intent monitoring. Therefore, for each user, we apply the Kalman Filter to the collaborative factors \( \hat{F}^u \) and the panel \( X^u \) to obtain the final estimation \( \hat{F}^u \) of the latent factors. The factors \( \hat{F}^u \) reflects both the collaborative and personalized patterns and the static and dynamic structures of all the available data. For notational simplicity, in the sequel, we will drop the superscript \( u \) as the following parameter estimation procedure is for each user.

3.3.1 Estimating Required Parameters

For the proposed model, we have obtained the estimations of the factors and loading matrix. To utilize the Kalman Filter for each user, we first estimate the remaining parameters of Eq. 1 and 2. By applying regression on the estimated factors, the estimations of matrices \( A \) and \( B \) are computed by
\[
\hat{A} = \sum_{t=2}^{\tau} \hat{f}_t \hat{f}_{t-1}' \left( \sum_{t=2}^{\tau} \hat{f}_{t-1} \hat{f}_{t-1}' \right)^{-1} \quad \text{and} \quad \hat{B} = CE^{1/2}
\]
respectively, where \( E \in \mathbb{R}^{Q \times Q} \) is a diagonal matrix containing the largest \( Q \) eigenvalues of matrix \( \hat{E} \) (defined below), \( C \in \mathbb{R}^{R \times Q} \) is a matrix containing the corresponding eigenvectors, and
\[
\hat{\Omega} = \frac{1}{\tau-1} \sum_{t=2}^{\tau} \hat{f}_t \hat{f}_t' - \hat{A} \left( \frac{1}{\tau-1} \sum_{t=2}^{\tau} \hat{f}_{t-1} \hat{f}_{t-1}' \right) \hat{A}'.
\]

Let the sample covariance matrix \( S \) of the historical and side data (after standardized normalization) be
\[
S = \frac{1}{\tau} \sum_{t=1}^{\tau} \hat{x}_t \hat{x}_t'.
\]
The covariance matrix \( \hat{\Psi} \) in Eq. 1 is estimated by
\[
\hat{\Psi} = \text{diag}(S - \hat{P} \Sigma \hat{P}')
\]
where \( \Sigma \in \mathbb{R}^{R \times R} \) is a diagonal matrix containing the largest \( R \) eigenvalues of \( S, P \in \mathbb{R}^{N \times R} \) is a matrix consisting of the corresponding eigenvectors with \( P'P = I \), and the “diag” means keeping only the elements at the main diagonal.

3.3.2 Correcting the Factors with Kalman Filter

With all required parameters at hand, we reestimate the factors by applying the Kalman Filter. Let the a priori and a posteriori factors and the corresponding measurement error covariance matrices at each time step be \( f_t, \hat{f}_t, P_t \) and \( \hat{P}_t \), respectively. By Eq. 2, in the time update (prediction) step, the a priori factors for the next time step are computed by
\[
\hat{f}_t = \hat{A} \hat{f}_{t-1} + \hat{B} \omega_t,
\]
and the a priori error covariance is computed by
\[
\hat{P}_t = \hat{A} \hat{P}_{t-1} \hat{A}' + \hat{\Psi}_t.
\]

In the measurement update (correction) step, the Kalman gain \( \hat{K}_t \) is obtained by considering the ratio of the measurement and transition error covariance and equals
\[
\hat{K}_t = \hat{P}_t \hat{A}' \left( \hat{A} \hat{P}_t \hat{A}' + \hat{\Psi}_t \right)^{-1}.
\]

With the Kalman gain, the a priori (collaborative) factors are corrected by utilizing the user’s panel, and the corrected, i.e., personalized, factors are estimated by
\[
\hat{f}_t = \hat{f}_t + \hat{K}_t \left( x_t - \hat{A} \hat{f}_t \right).
\]
The a posteriori covariance used for next time step is then computed by
\[
\hat{P}_t = (I - \hat{K}_t \hat{A}) \hat{P}_t.
\]
The a posteriori factors \( \hat{f}_t \) are the estimated personalized latent factors we need for the next step. In practice, we can also apply the Kalman Smoother (RTS Smoother) to fully exploit all the available data. Following existing work \[33\], the above approach is referred to as the collaborative Kalman Filtering because it uses the same latent factors extracted from the data of all users.

3.4 Regression for Nowcasting

The final step is to establish the relationship between the personalized latent factors and the intent, i.e., to estimate the coefficients in Eq. 3. We use the ordinary least square (OLS) regression to estimate the coefficients \( \alpha \) and \( \beta \). In particular, let \( \tau \) be the last time step where the intent is available. Let matrix \( F = (f_1, \ldots, f_{\tau}) \) contain the personalized latent factors until time step \( \tau \). Let the corresponding intent likelihood in the \( \tau \) time steps be \( y = (y_1, \ldots, y_{\tau}) \). The coefficients \( \alpha \) and \( \beta \) are then estimated by running OLS with \( F \) and \( y \). The linear function of Eq. 3 is then used in the intent monitoring for following time steps. The threshold \( \theta \) we use is the median of the fitted intent likelihood \( y_t \) for \( 1 \leq t \leq \tau \). If \( y_{t+\delta} > \theta \) for any \( \delta > 0 \), we say the user has the intent, i.e., \( \mathbb{I}_{\tau+\delta}(\gamma) = 1 \).

4. EXPERIMENTS

We use the contextual recommendation task in digital assistants to empirically evaluate the collaborative nowcasting model. The experiments are conducted on a 64-bit Windows computer with a 2.8GHz Intel(R) CPU and 24GB main memory. The algorithms are implemented with Matlab.
4.1 Data Preparation

The data sets we use are sampled from the recommendation log of a commercial digital assistant between 10 June 2015 and 9 July 2015. When a user uses the digital assistant, various types of cards carrying information such as news, weather, jokes, etc. are recommended. If the user is interested in a card, she may click the card for more information. We use such click as an indicator of the intent. Different types of cards indicate different types of intent. We pick out eight types of intent that are commonly monitored in most digital assistant applications. The eight types cover the aspects of news, events, weather, places, finance, calendar, traffic and sports, respectively. The sampled data sets for these types of intent in total contain 20,807 anonymous users. For each type of intent and each user, we collect the user’s intent-related context, particularly the apps used and the venues visited by the user. To further protect the user’s privacy, we use an anonymous identifier for each app and venue, and remove the latitude and longitude of the venue.

4.2 Evaluation Criteria

We use the macro and micro F-measures on the predicted intent to evaluate the model performance. Let \( \rho \) be the number of testing time steps. We denote by \( s^u = (s_u^1, ..., s_u^\rho)' \) the true intent of user \( u \), where \( s_u^t = 1 \) means the user has the given intent (i.e., clicks the corresponding card) and \( s_u^t = 0 \) means no such intent at time step \( t \). Let \( \hat{s}^u = (\hat{s}_1^u, ..., \hat{s}_\rho^u)' \), \( \hat{s}_t^u \in \{0, 1\} \) be the predicted intent. The precision and recall for user \( u \) are computed by

\[
\text{Prec}_u = \frac{s^u \cdot \hat{s}^u}{1 + \hat{s}^u} \quad \text{and} \quad \text{Rec}_u = \frac{s^u \cdot \hat{s}^u}{s^u}.
\]

respectively. Let \( \text{Prec} \) and \( \text{Rec} \) be the average precision and recall among all users, respectively. The macro F-measure equals

\[
\text{Macro F-measure} = 2 \times \frac{\text{Prec} \times \text{Rec}}{\text{Prec} + \text{Rec}}.
\]
from the swift changing context and intent. We can also see that the performance variance of the proposed model is very small. In most cases, the variance is less than 5%. This indicates that the proposed model is robust to the choice of the number of factors. The relative performance measured by the micro F-measure is similar and hence omitted.

Effect of \(Q\). Figure 7 shows the relative macro F-measure of the model when \(Q\) is changed from 1 to 3. We can see that when \(Q = 2\), the performance of the model slightly increases (except for weather). When \(Q\) increases to 3, the performance drops. This indicates that a two dimensional white noise can effectively model the other aspects in the dynamic transition between factors. The relative micro F-measure is similar and thus omitted.

4.4.2 Comparison across Models

Tables 2 and 3 respectively present the macro and micro F-measures of each method on the eight types of intent when the monitoring granularity is one hour (i.e., \(\Delta = 1\) hour). To protect the usage statistics of the proprietary digital assistant and for expositional convenience, we report each method’s relative F-measure to the BoostedTree model.

Cnowcast vs. BoostedTree. From the two tables we can see that the Cnowcast method consistently outperforms the BoostedTree method, and the performance advantage is up to 28 times. This demonstrates that the proposed model is able to effectively utilize the user’s real-time context, while the BoostedTree, although providing strong performance in many other problems, fails to capture the structure and dynamics of the context and intent. We can also see that the superiorit of Cnowcast over BoostedTree is larger on the macro F-measure than micro F-measure. This indicates that the proposed model is able to monitor the intent of much more users effectively than the BoostedTree method. Therefore, the proposed model is more suitable for real-world applications where there are a large number of users and every user counts.

Cnowcast vs. FM. The Cnowcast method also consistently outperforms the FM method, with a performance advantage of up to 16 times (for places and traffic columns in Table 2). This shows that although the FM method provides state-of-the-art performance on the short-term next-basket recommendation problem, it is unable to make effective contemporaneous recommendations in a highly dynamic scenario like the intent monitoring problem. From Table 2, we can see that for many types of intent, FM also has a much lower macro F-measure than the Cnowcast method. This again supports that the proposed method is able to provide effective recommendations for more users and is more appropriate for real-world applications.

Cnowcast vs. CnowcastIndi. From the two tables, we can see that the collaborative nowcasting model consistently and greatly outperforms the individual nowcasting model, in terms of both macro and micro F-measures. This confirms that by exploiting the panels of all users simultaneously, the proposed model is able to obtain the collaborative latent factors that capture the common characteristics for the intent-related context, and hence utilizes the collaborative capabilities of all users. This also validates that the proposed model can effectively address the data sparsity and personalized nowcast problem encountered by the nowcasting model when it is applied to the intent monitoring problem.

4.4.3 Comparison across Intent Types

From Tables 2 and 3, we can observe that the performance
of different models varies greatly across different types of intent. i) For the places intent, the proposed model outperforms the BoostedTree and FM methods significantly more than other types, in terms of both macro and micro F-measures. This is because a place’s type of intent depends on a more complex context than other types. The BoostedTree and FM methods are unable to effectively model the context and the extra complexity makes it more difficult for them to produce effective recommendations. ii) From Table 3, we can see that for the finance and traffic types of intent, FM performs worse than the BoostedTree method, and for sports, its performance is very close to that of the BoostedTree. In addition, for these three types of intent, the advantage of the proposed model over the BoostedTree method is also lower than other types (less than two times). These phenomenon are due to that the three types of intent are related to a relatively less complicated and less dynamic context. The modeling of such context can be to some extent narrowed down by the time of day and day of week features (e.g., users often check stock prices during the exchange time on weekdays). Nevertheless, for any type of intent, the related-context consists of much more information than only the time-related features. The best performance of the proposed method demonstrates that it can effectively model the structure of the context and the dynamic correlation between the context and intent, regardless of the intent type and complexity of the context.

4.4.4 Comparison across Monitoring Granularity

Tables 4 and 5 present the macro and micro F-measures of each method when the monitoring granularity is four hours, respectively. With the decrease of granularity (from 1 hour to 4 hours), the user’s panel becomes less sparse, which gives the BoostedTree, FM and NowcastIndi methods an opportunity to outperform the proposed model if data sparsity is the main impediment. From these tables, we can see that the proposed model still consistently performs the best, and outperforms the other methods significantly. This indicates that the worse performance of the other methods is not mainly due to data sparsity, but because they fail to capture the structure and dynamics of the context and intent.

Figure 8 presents the average performance ratio of the proposed model (across all types of intent) to the BoostedTree and FM methods when the monitoring granularity

<table>
<thead>
<tr>
<th>Model</th>
<th>News</th>
<th>Events</th>
<th>Weather</th>
<th>Places</th>
<th>Finance</th>
<th>Calendar</th>
<th>Traffic</th>
<th>Sports</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoostedTree</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>FM</td>
<td>0.877</td>
<td>1.102</td>
<td>1.459</td>
<td>3.465</td>
<td>1.263</td>
<td>9.179</td>
<td>1.332</td>
<td>1.395</td>
</tr>
<tr>
<td>NowcastIndi</td>
<td>1.746</td>
<td>2.643</td>
<td>4.403</td>
<td>12.70</td>
<td>3.788</td>
<td>14.92</td>
<td>5.800</td>
<td>4.221</td>
</tr>
<tr>
<td>CNowcastCP</td>
<td>1.766</td>
<td>2.513</td>
<td>4.329</td>
<td>12.16</td>
<td>3.412</td>
<td>15.33</td>
<td>5.483</td>
<td>4.195</td>
</tr>
<tr>
<td>CNowcast</td>
<td>1.963</td>
<td>2.950</td>
<td>4.904</td>
<td>14.13</td>
<td>4.680</td>
<td>16.95</td>
<td>7.377</td>
<td>5.264</td>
</tr>
</tbody>
</table>

Table 4: The macro F-measure of each model relative to BoostedTree when \( \Delta = 4 \) hours

<table>
<thead>
<tr>
<th>Model</th>
<th>News</th>
<th>Events</th>
<th>Weather</th>
<th>Places</th>
<th>Finance</th>
<th>Calendar</th>
<th>Traffic</th>
<th>Sports</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoostedTree</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>FM</td>
<td>1.140</td>
<td>1.280</td>
<td>1.497</td>
<td>4.951</td>
<td>0.932</td>
<td>7.231</td>
<td>1.114</td>
<td>1.276</td>
</tr>
<tr>
<td>NowcastIndi</td>
<td>1.365</td>
<td>1.733</td>
<td>2.223</td>
<td>8.073</td>
<td>1.526</td>
<td>8.019</td>
<td>1.997</td>
<td>1.625</td>
</tr>
<tr>
<td>CNowcastCP</td>
<td>1.422</td>
<td>1.686</td>
<td>2.301</td>
<td>7.893</td>
<td>1.427</td>
<td>8.447</td>
<td>2.048</td>
<td>1.636</td>
</tr>
<tr>
<td>CNowcast</td>
<td>1.513</td>
<td>1.927</td>
<td>2.432</td>
<td>9.026</td>
<td>1.822</td>
<td>8.888</td>
<td>2.572</td>
<td>2.037</td>
</tr>
</tbody>
</table>

Table 5: The micro F-measure of each model relative to BoostedTree when \( \Delta = 4 \) hours

5. RELATED WORK

5.1 Nowcasting Models

The term nowcasting is first used in meteorology, which refers to: monitoring the current weather condition and forecasting the weather within the next three (or six) hours [4]. The current weather condition for a certain area can be highly dynamic and may not be directly observable by a limited number of observation stations. The side data that can be used in weather nowcast are radar reflectivity and satellite imagery [9][34]. With the exponential increase of real-time surface observations, more and more side data are available for weather nowcast such as the vertical atmospheric conditions provided by commercial aircraft during
ascent and descent [27], water vapor distributions provided by ground-based GPS receivers [23], and large amounts of social media data from Facebook, Twitter etc. [25][26]. The model used, for instance in thunderstorm nowcasting [9], mainly uses a linear regression model with double exponential smoothing to effectively identify and track the storm and other physical atmospheric conditions. The model used in inclement weather nowcasting [21] with tweets (posts on Twitter) as side data uses the sum aggregate of weather related tweets within a certain spatio-temporal range followed by a linear regression to predict the impact of inclement weather. The variable of interest and side data that these models focus on are of quite different nature than the intent monitoring problem, and hence are inapplicable.

Nowcasting is then used in macroeconomics [12] to monitor the contemporaneous value of a variable of interest that is officially published with a significant lag such as the GDP. The side data used in such nowcast are macroeconomic figures that are released much more frequently than the variable of interest, which for instance in GDP nowcast includes: personal consumption, industrial production, surveys, financial variables (e.g., interest rates, stock prices, consumer price index (CPI)), Google Trend data [31] etc. A widely used nowcasting model is proposed in the seminal paper of Giannone etc. [12], which is now applied in GDP nowcasting by many agencies [7] including the Federal Reserve Board and European Central Bank.

Recently, nowcasting is studied in data mining to obtain real-time information describing real-world phenomena such as the levels of rainfall, regional influenza-like illness rates [19], or the mood of the nation on some on-going events [20]. The side data currently exploited include search engine query log (e.g., Google Trend data) [10], posts in social media [19] like Twitter, etc. The model in [19] uses tweets and the sparse learning method Bootstrapped Least Absolute Shrinkage and Selection Operator to select a consistent subset of textual features from the n-grams of web encyclopedias, and then regression is applied on the selected features and variable of interest. This model cannot apply to intent monitoring because it cannot address the personalized scenario. A non-trivial task is to first build from a high-quality textual corpus an initial set of good candidate textual features related to the personalized intent.

5.2 Contextual Recommendations

Collaborative Filtering (CF). CF is a technique widely used in traditional recommendation systems. The essential idea of CF is to make use of the data from other (in particular similar) users or items. Two common CF techniques are matrix factorization (MF) and neighborhood methods [18]. In the MF approach, the user-item matrix, containing the ratings of each user to each item, is factorized into the product of two low-rank matrices. In the neighborhood approach, recommendations are based on similar items or users. One problem in CF is that the user’s context is not considered, which makes it inapplicable to intent monitoring.

Time-aware recommendations. By additionally considering the gradual evolving of user preferences and item attributes, there are several time-aware recommendation models. The timeSVD++ model [17] augments the MF approach with gradually changing user preferences. The model includes in the MF a time-related preference bias, which is based on the mean date during the period a user rates the items. The dynamic Poisson factorization [8] extends the timeSVD++ model by further allowing for progressively evolving item attributes. The auto-regressive moving average model in [36] applies on the daily time series of token features extracted from product reviews and recommends the items expected to be popular in the future. These approaches cannot apply to intent monitoring because the context they consider is only time, and the gradually evolving preferences or attributes are quite different from the frequently varied intent.

Context-aware recommendations. Besides time, context-aware recommendation models [5][22] try to incorporate more evidence of a specific situation such as the location, device, purchasing purpose, etc. to model the user preferences on unseen items. Assuming that there are static latent contextual factors that influence the user preferences, these factors can be learned with the probabilistic latent semantic analysis (PLSA) [14] or hierarchical linear models (HLMs) [28]. The PLSA and HLM models, however, cannot apply to the intent monitoring problem because the contextual factors are required to be static while in our problem the latent factors are highly dynamic and have strong serial and cross-sectional correlation. The model in [24] considers the dynamic contextual factors over the course of an interaction, e.g., conversation, with the user. However, in the proactive experiences where we monitor the intent, there is no interaction with the user. The multiversion recommendation [16] uses a multidimensional tensor: user-item-context, to model user preferences. This model cannot apply to intent monitoring either because the tensor in our problem is not to be completed, but to be utilized to continuously nowcast the intent at the last time step. The model in [32] addresses the proactive experiences in search engines and digital assistants. Unlike monitoring intent, it uses the reactive search history to re-rank a given list of cards. Therefore, the model cannot apply to intent monitoring.

6. CONCLUSIONS

Nowcasting the user’s real-time intent is required by emerging proactive experiences in digital assistants. It is an essential step for recommending the right content that fulfills the user’s contemporaneous need. The problem has many new characteristics that traditional recommendations lack, which requires the deployment of new models. The proposed collaborative nowcasting model utilizes the collaborative capabilities among users and successfully addresses the sparsity problem. It generates the collaborative latent factors that summarize the co-movement and temporal structures shared by all panels. It also generates the personalized latent factors that effectively model the dynamics and correlation of the contextual data and are suitable for the task of personalized intent monitoring. The collaborative nowcasting model thus successfully resolves the new characteristics and is able to effectively nowcast the intent. Extensive experiments with real-world data sets have demonstrated that the collaborative nowcasting model outperforms various baselines by a significant margin. We hope that the studied problem and model can draw more attention to new paradigms of recommendations on mobile intelligent devices.
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