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ABSTRACT
Due to the data sparsity problem, social network information is of-
ten additionally used to improve the performance of recommender
system. While most existing works exploit social information to
reduce the rating prediction error, e.g., RMSE, a few had aimed to
improve the top-k ranking prediction accuracy. This paper proposes
a novel top-k oriented recommendation method, TRecSo, which
incorporates social information into recommendation by modeling
two different roles of users as trusters and trustees while consider-
ing the structural information of the network. Empirical studies on
real-world datasets demonstrate that TRecSo leads to remarkable
improvement compared to previous methods in top-k recommen-
dation.
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1. INTRODUCTION
Recommending top-k items is the eventual goal in typical rec-

ommender system rather than accurately predicting the ratings of
all items, as users are only interested to see top-k items [1]. Most
recommender systems, however, mainly focus on accurately pre-
dicting the overall ratings [6, 5, 2, 12], and they are not well op-
timized for the task of finding top-k items. Several methods have
been developed based on the Learning-To-Rank (LTR) perspective
to provide accurate results at top-k [10, 14]. However, they still
suffer from the data sparsity problem, that is, the recommendation
is hardly accurate due to lack of observations (i.e., ratings) because
users typically rate a small number of items. To tackle the data
sparsity problem, researchers have tried to incorporate auxiliary
information such as social network relationship, text reviews on
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items, etc. This paper focuses on incorporating the social network
information of users in the top-k recommendation.

Two top-k recommendation methods have been developed to in-
corporate social network information based on the LTR approach [13,
14]. Specifically, Yao et al. [13] linearly combines a user’s taste and
her direct friends’ tastes in optimizing the top-k recommendation.
However, it does not utilize other important information hidden in
social network such as the structural information or truster-trustee
relationship. Zhao et al. [14] optimizes the top-k recommendation
from relative ordering that can be extracted from purchase history
or browsing history, but it cannot handle numerical ratings directly.
Note that numerical ratings usually contain much richer informa-
tion on user’s preference than relative ordering.

This paper proposes a novel LTR-based top-k recommendation
method, TRecSo, which leverages the social network information
to optimize top-k recommendation. TRecSo is distinguished from
previous methods in that it models two different roles of users as
trusters and trustees while considering the structural information
of the network. Our experimental results on real-world datasets
indicate that TRecSo considerably outperforms previous methods
in top-k recommendation. Our implementation and experiment re-
sults can be found in our technical report [9].

2. METHOD
We first explain, in Section 2.1, how the social information is

incorporated in TRecSo, and describe the objective function to
optimize top-k recommendation in Section 2.2.

2.1 Incorporating Social Information
Assume that there are N users and M items, and R = [rij ] is

a N ×M matrix where rij represents the rating that user i gave
on item j. The rating matrix R is typically very sparse whose en-
tries are mostly unknown. Then, the rating of user i on item j is
predicted as follows:

r̂ij = g(µ+ bUi + bqj+

qj
T (αpi + (1− α)wi + |Ii|−

1
2

∑
t∈Ii

yt + |Ti|−
1
2

∑
v∈Ti

xv))

(1)
where g(·) is the logistic function that bounds the range of pre-

dicted ratings; µ is the average of all ratings; bUi and bqj represent
the user and item biases, respectively; qj represents the item latent
vector; pi and wi represent the user latent vectors as truster and as
trustee, respectively, which are also used to model the social infor-
mation in Eq.(2); α balances between the truster and trustee roles;
Ii denotes the set of items rated by user i; yt is the latent vector
of item t, which models implicit influence of items rated by user
i; Ti is the set of users that user i trusts (e.g., whom user i fol-
lows in social network); and xv is the latent vector of whom user i
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Table 1: The NDCG@5 and NDCG@10 averaged over 5 runs. The best performance is in bold.
Dataset FilmTrust Ciao Epinion

N=20 N=50 N=20 N=50 N=20 N=50
NDCG 5 10 5 10 5 10 5 10 5 10 5 10

Itemknn 0.580 0.639 0.564 0.636 0.694 0.740 0.667 0.714 0.623 0.676 0.599 0.651
OCCF[8] 0.618 0.673 0.620 0.669 0.708 0.755 0.681 0.722 0.641 0.691 0.635 0.673

BPRMF[10] 0.620 0.680 0.575 0.641 0.705 0.749 0.646 0.693 0.625 0.681 0.619 0.659
ListRank[11] 0.673 0.718 0.618 0.652 0.682 0.737 0.661 0.702 0.692 0.739 0.635 0.673

SBPR[14] 0.632 0.683 0.570 0.629 0.702 0.752 0.647 0.696 0.628 0.680 0.617 0.660
SoRank[13] 0.667 0.714 0.642 0.675 0.679 0.736 0.680 0.719 0.656 0.706 0.654 0.692

TRecSo 0.684 0.729 0.653 0.700 0.785 0.818 0.753 0.790 0.738 0.776 0.678 0.717

trusts, which models implicit influence of the users trusted by user
i. r̂ij in Eq.(1) will be used to optimize top-k recommendation in
Section 2.2.

To tackle the data sparsity problem, social network information
is modeled in TRecSo as follows. Given an asymmetric social
relation matrix S = {siv}, [siv] ∈ {0, 1} where siv indicates
whether user i trusts (or follows) user v or not, the unknown re-
lationship ŝiv between user i and v can be estimated as follows:

ŝiv = g
(
bpi + bwv + wv

T pi
)

(2)

where bpi and bwv represent the truster bias and trustee bias, re-
spectively. By sharing the term pi and wv in Eq.(1) and (2), and by
simultaneously learning both latent models, we are able to properly
model the different roles of users as trusters and trustees. Note that
our method can be generalized to the case where the social relations
are symmetric. i.e., Friendship.

To reflect the structural information of the network, siv is ad-
justed based on the degree of nodes such that it gives lower weights
to those who trust many users and gives higher weights to those
who are trusted by many users:

s
∗
iv =

√
Indegree(vv )

Outdegree(vi ) + Indegree(vv )
× siv (3)

where vi and vv are nodes for user i and user v in the network,
respectively [5]. It is worth noting that the model performance has
actually improved by this adjustment in the experiments [9].

2.2 Top-k Optimization
To optimize top-k recommendation, we formulate our objective

based on top-one probability, Pli (Cij ) =
exp(Cij )∑K

k=1
exp(Cik )

, which mod-
els the probability of an item scored Cij being ranked on the top-
one position in user i’s ranked list li [1]. By utilizing the top-one
probability, we are now able to formulate the objective function
aiming at minimizing the uncertainty between the training list and
the predicted list by using cross-entropy measure as follows, which
can be interpreted as list-wise ranking prediction:

L = −
∑

i

∑
j∈Ii

Pli(rij ) logPli(r̂ij )−λt

∑
i

∑
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2
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i
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(4)
where λt is a parameter that controls the importance of social regu-
larization. Having formulated the non-convex objective function as
shown in Eq.(4), we compute the gradient of each latent vector, i.e.,
pi, qj , yt, wv, xv, bUi , bpi , bqj , bwv , and learn them by stochastic
gradient descent [7] from which we obtain the local minimum.

3. EXPERIMENTS
Dataset: We used three public real-world datasets for evaluation
(Table 2). The social relations between users are asymmetric in all

Table 2: Data Statistics
Dataset Users Items Ratings Density Trust
FilmTrust 1,508 2,071 35,497 1.1400% 1,853
Ciao 7,375 99,746 278,483 0.0379% 111,781
Epinion 40,163 139,738 664,824 0.0118% 487,183

three datasets. More details about data statistics and experiment
results can be found in our technical report [9].
Setup: We compared TRecSo with six state-of-the-art methods
that fall into one of three categories: 1) Traditional CF: ItemKnn,
2) Ratings-only-based methods: OCCF, BPRMF, ListRank, and
3) Social network based methods: SBPR, SoRank. We set α =
0.5, λ = 0.01, λb = 0.01 and λt = 0.8 for TRecSo, and the
parameters for all the other baselines are set to their best performing
parameters. Note that latent dimensions of 5 and learning rate of
0.01 are used for all the experiments. For fair comparison, we used
the same experimental protocol as in [13].
Results: Table 1 shows that our method, TRecSo, consistently
outperforms all the state-of-the-art methods for all datasets. Note
that N in Table 1 denotes the number of items for each user in the
training data.

4. CONCLUSION
This paper proposes TRecSo, a novel matrix factorization based

recommendation method that optimizes the top-k ranking predic-
tion accuracy by additionally considering the social network infor-
mation. Specifically, TRecSo integrates the social network infor-
mation into the Learning-To-Rank (LTR) based objective function
for recommendation. Comprehensive experimental results show
that TRecSo significantly outperforms the state-of-the-art algo-
rithms in the top-k ranking accuracy of recommendation.
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