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ABSTRACT
Since the beginning of the Linked Open Data initiative,
the number of published open datasets has gradually in-
creased, but the datasets often do not contain description
about content such as the dataset domain (e.g., medicine,
cancer), when this information is available, it is usually
coarse-grained e.g. organic-edunet contains the metadata
about a collection of learning objects exposed through the
Organic.Edunet portal, but it is classi�ed as Life science.
In this work we propose approaches that will provide a de-
tailed description of existing datasets as well as linking assis-
tance when publishing new datasets by generating detailed
descriptions of the publishers dataset.
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1. INTRODUCTION
Data pro�ling is the process of creating descriptive infor-

mation and collecting statistics about the dataset. It is the
most important activity when facing an unfamiliar dataset
[17] and can help to assess the importance of the dataset as
a whole, �nd out whether the dataset or part of the dataset
can be easily reused, improve the user ability to query or
search the dataset, and detect irregularities for improving
data quality.
Moreover in the linked data paradigm, the datasets are con-
nected to each other in a manner similar to how web pages
are connected on the World Wide Web [3]. Data pro�l-
ing also provides information of these connections between
datasets and this is what creates the Web of Data which
allows to connect and reuse existing data instead of repli-
cating the data.
Linked data pro�ling consists of creating quantitative infor-
mation of these datasets and of creating qualitative descrip-
tions about the topics covered by the datasets. In our work,
we focus on the qualitative description.

Copyright is held by the International World Wide Web Conference Com-
mittee (IW3C2). IW3C2 reserves the right to provide a hyperlink to the
author’s site if the Material is used in electronic media.
WWW’16 Companion, April 11–15, 2016, Montréal, Québec, Canada.
ACM 978-1-4503-4144-8/16/04.
http://dx.doi.org/10.1145/2872518.2888603.

1.1 Motivation
Linked Open Data (LOD) has gained signi�cant visibility

and adoption since its inception. Starting with 12 datasets
in 2007, currently it consists of at least 9,960 datasets1.
The rapid growth in the number of LOD datasets reveals
the interest of data publishers in publishing their data as
structured data on the data cloud and this trend is likely
to continue. Furthermore, the range of domains and topics
covered by these datasets has also increased. When adding
a new dataset to the LOD cloud, links should be identi�ed
to as many other relevant LOD datasets as possible, which
calls for tools that support linked data search and discovery.

1.2 The Problem Statement
The number of open datasets is growing, but often they

are not linked. From 10,632 datasets in DataHub2 only
1,0273 claim that they are connected and contain live links
to other datasets. This highlights the problem, that publish-
ers who want to publish their datasets do not have enough
knowledge of existing datasets and do not provide metadata
that correctly represents the content of their own datasets.
To solve this problem we propose two approaches, which
are based on the same methodology. We will describe this
methodology in detail in section 3.3 and 3.4.
In the �rst approach we analyse existing datasets and pro-
vide a detailed description of these resources. In the sec-
ond approach we provide metadata about the dataset that a
publisher wants to publish, and suggestions for the existing
datasets that the dataset could be linked to.

2. STATE OF THE ART
In the early days of linked data [4] the main focus of the

community was on publishing data and �nding good prac-
tices, but since the amount of the datasets was growing fast,
so did the necessity for statistics and summaries about the
existing datasets. RDFStats [16] and Semantic sitemaps [7]
were one of the �rst to deal with RDF data statistics and
summaries. Based on their work there has been recently an
explosion of tools for analysing linked data datasets.

2.1 Analytics systems
Tools like ExpLOD [14], LODStats [2], ProLOD++ [1],

LODOP [11] and Aether [18] compute statistical informa-

1 As of 22.11.15 based on statistics provided by LODstats
2https://datahub.io/
3As of 22.11.15 based on connected live links in DataHub
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tion which is vital to the applications dealing with query
optimization and answering, data cleansing, schema induc-
tion and data mining [13, 15].
There are also systems e.g., Project Open Data Dashboard
4 that tracks and measures how US government web sites im-
plement the Open Data Principles to understand the progress
and current status of their public data listings.
Bohm [5] presents an approach that exploits only the struc-
ture of an entity-relationship graph to address the problem
of mining latent topics from graph-structured data.
One of the most recent tools for LOD analytics is LOD-
Vader5, a system that provides similar statistics to what
we want to provide e.g., number of triples, frequencies and
distributions of distinct subjects, predicates, and objects,
and a list of used vocabularies. LODVader crawls a dataset
and extracts links using Bloom �lters. They also calculate
similarity between datasets by using owl:Class, rdf:type

and predicates and visualise the results in an interactive dia-
gram, however contrary to our approach, they do not classify
datasets based on topics or domains.

2.2 Topical profiling
Most closely related to our research is topical pro�ling

which focuses on the content-wise analysis at the instances
and ontological levels. Lalithsena [15] performs automatic
domain identi�cation on the linked data by retrieving entity
labels and labels of their classes, then they send the labels
(of entity and classes) to Freebase6 API and retrieve Free-
base type and domain information. The results are merged
to create a category hierarchy where only hierarchies with
the most common root are kept. In the next step the most
frequent category from all hierarchies is selected as the do-
main.
Similar work is done by Fetahu [9, 10] who describes a sys-
tem that samples datasets, using DBpediaSpotlight7 to iden-
tify entities and categories, followed by category �ltering and
ranking where the top ranked categories are considered top-
ics.
Our approach can be considered a hybrid between these two
approaches, as it di�ers from Lalithsena in that we use DB-
pedia8 instead of Freebase and where as Lalithsena approach
relies on class labels to identify the entities our approach
does not require this data. Contrary to Fetahu approach we
process the whole dataset, not just a sample, because our
goal is to provide a description with di�erent levels of gran-
ularity. Like Fetahu, we use DBpediaSpotlight, but instead
of just retrieving the categories, we also retrieve the type
of the entity as this provides us additional information and
helps in identifying the relevant categories.

TF-IDF Literal 
filtering

Type 
identification

Category 
identification

Domain 
identification

Figure 1: Domain identi�cations system

4http://labs.data.gov/dashboard/offices
5http://lodvader.aksw.org/#/home
6https://developers.google.com/freebase/?hl=en
7https://dbpedia-spotlight.github.io/demo/
8http://wiki.dbpedia.org/

3. METHODOLOGY
We propose two approaches, which are based on the same

technology. In the �rst approach, we analyse the existing
datasets and provide a detailed description of the datasets.
In the second approach, we provide metadata about these
datasets that a publisher wants to publish, and suggestions
for possible datasets that the dataset could be linked to.
As both approaches are based on the same underlying tech-
nology, we will brie
y describe the di�erences in the ap-
proaches, and focus on the common technology.

3.1 Approach for LOD resource discovery
In this approach we crawl the existing LOD portals (Pub-

licdata9, DataHub2, Amsterdam Open Data10, Europa11) to
collect the same type of statistics as Lodstats [2] and Pro-
LOD++ [1]. We do not use any of the existing systems be-
cause when we are extracting string literals from the dataset,
we need to process the whole dataset and during this pro-
cess we can easily collect the statistics that are relevant for
us. If we would analyse the dataset using other systems
then it would be an ine�cient use of resources because we
would have to resubmit the whole dataset to another sys-
tem and depending on the size it can be time and resource
consuming. As output we provide an interactive LOD cloud
diagram with added metadata (e.g., number of triples, con-
nections to other datasets, used vocabularies, domain of the
dataset). This metadata is generated using approaches de-
scribed later in this paper.

3.2 Approach for dataset publication assisting
Our approach provides recommendations for the publisher

about what metadata to provide with the dataset and rec-
ommend related datasets to which the publisher’s dataset
could be linked based on domain, topics and LOD cloud di-
agram. This system processes RDF dumps and will provide
a web interface where the publisher can inspect the meta-
data that we generate and modify it to precisely represent
their dataset. Afterwards we generate an RDF metadata �le
using the VoID vocabulary, which the publisher can add to
the dataset or provide it as a separate metadata �le.

3.3 Statistics gathering
The statistics gathering method is shared by the two ap-

proaches. We provide statistics about frequencies and distri-
butions of distinct subjects, predicates, and objects, a list of
the di�erent data types used for literals, and a list of used
vocabularies. We use state of the art methods, similar to
those used by existing systems - RDFStats [16], LODStats
[2], ProLOD++ [1], LODOP [11], Aether [18].

3.4 Domain identification
To identify the domain of the dataset we analyse string lit-

erals from a given dataset and link them to DBpedia. We are
using DBpedia categories because they cover large domains
and we have not encountered situation when a dataset de-
scribes a domain which is not present in DBpedia categories.
Our approach can be split in multiple subtasks i.e., (i) com-
puting TF-IDF on extracted string literals, where we as-
sume that each string literal is a separate document, then

9http://publicdata.eu/
10http://data.amsterdamopendata.nl/
11http://open-data.europa.eu/en/data/
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not enough to reach a level of accuracy that would be su�-
cient for a fully automated approach.
We can assume with reasonable certainty that the problem
lies in the dataset because in our internal experiments we
ran combined 476,576 permutations of con�gurations for C-
SVC [6] and the tree classifier j84 [20], and we could not
improve the results over those reported in this paper.
From the second experiment we can conclude that the tags
provided by the creators of the datasets provide the most
accurate classi�cation, but they also require the most e�ort
from the dataset creators and publishers. This means that
this approach can be successfully used to classify existing
dataset that have human-annotated tags. The disadvantage
of this approach is that an annotated training set is required
and if the new dataset contains tags that were not present in
the training set then the classi�er will not be able to identify
the domain.
Our approach does not require any training data and can be
run on any RDF dataset that contains literals. We have run
our approach on the datasets contained in the LOD cloud
diagram and we evaluated on the domain labels in the dia-
gram. However the initial experiments have been inconclu-
sive so far because the existing domain classi�cation in the
LOD cloud does not cover the whole range of information
that actually is represented in the LOD cloud.

5.1 Evaluation plan
As mentioned before, there has been recent work that tries

to automatically identify the domain of a dataset [15, 9].
Annotations used by di�erent systems are incompatible and
automated mapping would not be accurate. For this reason
we will run these two existing approaches and our approach
on the same datasets, then we will select top results from
each approach and ask human evaluators to determine which
system provided �tting domain description.

5.1.1 LOD resource discovery system evaluation
To evaluate the LOD resource discovery system and how

helpful our provided description of the existing LOD cloud
is, we will monitor user activity on our system (e.g. how long
a user stays on our diagram, how many di�erent resources
are they selecting) and we will ask returning users if our pre-
vious recommendation was useful. This type of evaluation
is long-term and depends on the amount of users that are
using it. As there is an obvious possibility that we will not
be able to collect enough user data to evaluate our system,
we will contact the creators of the datasets that we will have
processed and ask if they agree with our description of their
datasets.

5.1.2 Recommender system evaluation
To evaluate our recommender system, we will collect statis-

tics about how many of our recommendations the user fol-
lowed and we also will collect user feedback about our rec-
ommendations. To increase the amount of data publishers
using our system we will collaborate with linked data pub-
lishing portals e.g., DataHub2 and ask them to recommend
our system as metadata generating tool.

5.1.3 Individual component evaluation
Apart from evaluating the whole system as one, we will

evaluate each of the components separately by comparing
them to the alternative approaches based on the premises

that the best solutions for the individual components will
provide the best results for the whole system.
The component where we identify the most relevant terms
using the TF-IDF algorithm, we will compare to the al-
ternative approaches that are used in text summarization
to identify the most important sentences e.g., TextRank,
LexRank,SumBasic. Inouye [12] compares these algorithms
on the Twitter datasets and considering that often the linked
data datasets contain short textual descriptions just like
tweets, we believe that this algorithms could be good alter-
natives for the TF-IDF algorithm we are using. To evaluate
this step we will select popular LOD datasets e.g., BBCMu-
sic, Foodalista, Medicare where for the human annotators it
will be easy to identify if the selected terms are describing
the datasets.
For evaluating the entity recognition component with alter-
native solutions e.g., Babelfy[19] we will use the dataset from
the #Microposts2015 NEEL challenge15. We selected this
dataset as it comprises tweets extracted from a collection of
over 18 million tweets. They include event-annotated tweets.
As mentioned before, limitations on the length of the tweets
makes them similar to the linked data literals as often they
are short.
To evaluate the category identi�cation step we will use the
same approach as for the TF-IDF evaluation, we will select
popular LOD datasets and ask human annotators to identify
if the categories that we have selected �t to the dataset.

5.2 Future work
As described earlier, we are using the DBpedia category

structure to identify domains, but this structure is very large
(960,039 nodes and 4,553,783 links), so we will create a sim-
pli�ed category structure that doesn’t contain named en-
tities with the assumption that it will provide faster and
better domain recognition.
At this stage our approach does not take into account the
domains of related datasets, but we are planning to extend it
so that using information about other linked datasets could
help to identify the domain.
As the size of the LOD cloud is growing, it becomes harder
to visualise it, we will investigate alternative visualisation
solutions, other then currently used in visualising the LOD
diagram, e.g. hierarchical graph representation or chord di-
agram.
As noted by other researchers [15], the current LOD cloud
domain classi�cation in many cases does not make a lot of
sense, for this reason we are planning to perform a study to
identify what domain classi�cations are used by actual LOD
applications in academia and industry.
We have some simple crawlers that can gather information
about the datasets and retrieve data dumps, but it requires
human supervision and interaction. Therefore we are plan-
ning to create a fault tolerant and more generic LOD crawler
that could work autonomously.
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