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ABSTRACT
Although a large body of work has previously investigated
various cues predicting deceptive communications, especially
as demonstrated through written and spoken language (e.g.,
[30]), little has been done to explore predicting kinds of de-
ception. We present novel work to evaluate the use of tex-
tual cues to discriminate between deception strategies (such
as exaggeration or falsification), concentrating on intention-
ally untruthful statements meant to persuade in a social
media context. We conduct human subjects experimenta-
tion wherein subjects were engaged in a conversational task
and then asked to label the kind(s) of deception they em-
ployed for each deceptive statement made. We then develop
discriminative models to understand the difficulty between
choosing between one and several strategies. We evaluate
the models using precision and recall for strategy prediction
among 4 deception strategies based on the most relevant psy-
cholinguistic, structural, and data-driven cues. Our single
strategy model results demonstrate as much as a 58% in-
crease over baseline (random chance) accuracy and we also
find that it is more difficult to predict certain kinds of de-
ception than others.

Categories and Subject Descriptors
G.3 [Probability and Statistics]: [Statistical Computing];
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Linguistic Processing ; I.2.7 [Artificial
Intelligence]: Natural Language Processing—Text Analy-
sis; I.5.1 [Pattern Recognition]: Models—Statistical

General Terms
Measurement
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1. INTRODUCTION
The recent commonality of social media communication

has drastically changed the way many individuals receive
information [20]. With increasingly available technology, al-
most anyone can readily and effectively address single in-
dividuals or large numbers of people instantly. Along with
this increased access is the potential to influence, either be-
nignly or maliciously, where deception is a common utilized
method [5].

Research into ‘tells’ that indicate when a person is lying
have been a subject of interest for many years (e.g., [15])
and has resulted in a substantial list of potential cues ([12]).
These cues to deception are usually described as those that
occur significantly more or less frequently when a communi-
cator expresses a lie as compared to when they tell the truth
and may differ according to the point of view of the receiver
and sender [1].

The use of linguistic cues to indicate potentially deceptive
communications has also been studied in a variety of modal-
ities and contexts (e.g., [24, 13, 7]). While text-based decep-
tion in computer mediated communication is a specific area
of study [29, 30, 3], there has been less of a concentration
on the various types of deception strategies that individu-
als utilize in their duplicitous communications, especially as
people more often use informal, succinct messages as a re-
sult of the widespread adoption of social media. In this work
we study: 1) the difficultly in automatically discriminating
between single strategies from one another as well as recog-
nizing statements including both; 2) the robustness of single
strategy prediction models choosing between four different
strategies; 3) the difficulties in predicting certain strategies
using generalizable features alone.

2. DECEPTION STRATEGIES
Individuals may employ deception through a variety of

strategic means, such as in an attempt to mislead or mis-
represent information [26]. These strategies are often used
in order to change the beliefs of the message receiver [8].
[28, 8] identified the following strategies:

• Falsification - e.g. lies, contradictions, or “distor-
tions” [28]

• Exaggeration - e.g. more or modified information via
superlatives [28]

• Omission - e.g. secrets (missing information), half-
truths (less or modified information), and what [28]
refers to as concealment
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• Misleading - e.g. topic changes, irrelevant informa-
tion, or equivocation; [28] refers to these statements as
diversionary responses

Following the strategies taxonomy above, we conducted
human subject experimentation to simulate an online so-
cial network environment where participants were tasked
with engaging in a conversation where they employed var-
ious deception strategies. Then, using the obtained data,
we develop and evaluate discriminative models of deception
strategies.

The rest of the paper is organized as follows: first we de-
scribe the experimental setup and the collected data; next,
we discuss the development of discriminative models to auto-
matically identify different deception strategies using several
kinds of linguistic features along with the results; afterwards,
we discuss the implications of the results and the difficulty
in detecting certain strategies; we close with conclusions and
future work.

3. METHODS AND DATA
Eighty-three subjects (recruited from the student body at

Georgia Tech) participated in the experiment. Each sub-
ject was seated at a computer station and asked to use a
mock online social media site (FaceFriend). The mock site
was intended to resemble a popular social networking site
(see Figure 1). Participants completed three pre-experiment
surveys, including a personality test and a survey regarding
their social media and email usage, so as to ensure consis-
tency among familiarity with social media. Another survey
not relevant to these results was also conducted. The proce-
dure and results reported below are from one of a three part
experiment, the other two parts of which are not reported
here.

Participants were asked to read a scenario involving a
group decision making task called the ’subarctic survival
problem’ [14]. Participants were instructed to log in to a
mock social media platform, FaceFriend and to communi-
cate with another individual to decide the best ranking of
items to take from a crashed plane site in an Arctic envi-
ronment. Participants were further instructed to advocate
for a specific ranked list of items, also provided, and to do
so using deception, when possible. To ameliorate differences
in creative ability, subjects were provided with expert ex-
planations for the advantages provided by each item; these
could be used as the basis for creating deceptive statements.
For example, the list of items included an Axe, which the
expert noted could be used to chop wood. Lastly, partici-
pants were ostensibly informed that the other conversation
participant would be unaware of any potential deception.
The participant’s conversational partner was a confederate
member of the research team, sitting in another room. Dur-
ing the conversation, to minimize variation in the confed-
erate’s response language, the confederates communicated
using a list of statements conceived beforehand as suitable
decision making conversation responses (e.g., “What about
the canvas?”). After discussing the items for 12 minutes, the
interaction was stopped, and subjects were asked to log out
of FaceFriend.

Afterwards, participants were shown the list of statements
they made during the task in a browser and asked to iden-
tify which ones were deceptive using a check box. Upon in-
dicating a particular statement was deceptive, participants

Figure 1: Screenshot of the FaceFriend Platform.

were prompted to categorize their strategy for that particu-
lar message. The possible strategies to select were the same
bolded terms from Section 2, and more than one designa-
tion was allowed. An additional category, called “Other”,
was also given which allowed free response space for any
strategies that the subject felt did not fit into one of the
four provided categories.

Table 1 lists the frequencies of statements obtained by
strategies, after filtering out statements which were unin-
terpretable, where more than 2 strategies were chosen or,
composed of less than 4 words.1 Most participants reported
utilizing only one strategy in their deception attempts.

Table 1: Frequency of Deception Strategies

Exaggeration Misleading Omission Falsification

E 67 7 3 8
M - 69 8 10
O - - 41 4
F - - - 45

Elements on the diagonal represent statements where a
single strategy was chosen while other elements represent

two strategies that were chosen to categorize a single
statement (e.g. Three statements were labeled as

exaggeration and omission.)

4. MODELING AND RESULTS
Using the collected data with labeled deception strate-

gies, we create discriminative models based on structural [3,
29], psycholinguistic (using LIWC) [23, 27], and data-driven
(e.g., trigrams2)[9] features. We create two different kinds

1Elements on the diagonal represent only a single strategy
being selected.
2We do not use unigram or bigrams features as they were
observed to be covered by LIWC features.
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Table 2: Sample Means and Standard Deviations of Structural & Psycholinguistic Cues by Deception Strategy

E M O F

Structural M SD M SD M SD M SD

Word Count 12.91 7.17 13.44 7.72 12.87 8.49 14.76 6.46
Word Length 3.22 0.59 3.14 0.70 3.04 0.70 3.35 0.69

Pausality 0.87 0.58 0.69 0.80 0.87 0.76 1.10 1.17
Verb Count 2.03 1.11 2.63 1.80 2.26 1.92 2.31 1.48

FK Grade Level 0.30 4.77 0.54 4.96 -0.50 5.82 1.13 4.01
Modifiers 1.67 1.19 1.53 1.27 1.51 1.23 1.99 1.44

Psycholinguistic

Personal Pronouns 0.06 0.08 0.04 0.04 0.03 0.03 0.04 0.04
Insight 0.01 0.02 0.02 0.03 0.01 0.02 0.01 0.01

Adverbs 0.03 0.04 0.03 0.05 0.04 0.05 0.03 0.04
Negations 0.01 0.02 0.01 0.01 0.01 0.02 0.01 0.03
Numbers 0.01 0.01 0.00 0.01 0.00 0.01 0.01 0.04

of discriminative models, multi-label models, e.g. statement
X is both an exaggeration and misleading, and single label
models, e.g. Statement X is primarily an omission. For
the single label instance, we use only statements where one
deception strategy has been chosen. For both multi- and
single strategy discriminative models, we compared perfor-
mance using both a Random Forest [2] and a series of Linear
SVMs [16] and found the Random Forest classifier to give
the best precision.

4.1 Pre-Processing and Descriptions of Cues
For each statement we employ POS tagging [21] to ex-

tract structural features. Next, we lowercase and tokenize
the statement before extracting psycholinguistic and data-
driven features.

Table 2 describes the means and standard deviations of
various sample cues3 used as model features for all single
statement deceptions. We include average modifier count
as an additional measure of complexity where traditional
measures of statement complexity [19] may fail to accurately
assess statement complexity for social media style texts (e.g.
Tweets, Facebook-style Posts, interaction chat).

4.2 Single & Multi-Strategy Prediction
Models were 10-Fold cross validated on the set of state-

ments labeled as either employing one or both strategies,
i.e. each model is able to predict a statement as being one
or both strategies, taking into account the non-mutually ex-
clusive nature of deception strategies. In total, we train 6
models and Table 3 describes the precision scores for each
different pair. Discriminating between exaggerations and
falsifications results in the highest score of 71% precision
while the most difficult decision is between omission and
falsification strategies. In single strategy prediction we filter
out statements where multiple strategies were selected and

3Definitions of cues: FK Grade Level-Flesh Kincaid Grade
level; Pausality - average count of punctuation marks used
within a statement; Modifiers - a count of adjectives and
adverbs; Psycholinguistic cues are measured as a percentage
of the statements that is composed of the category; Insight
words e.g. think, know, consider; Numbers - second, thou-
sand

Table 3: Multi-label Precision and Semantic Relat-
edness By Strategy Pairs

Exagg. Mislead. Falsif.

P SR P SR P SR

Omiss. 65.4% 0.30 57.4% 0.23 48.0% 0.27
Exagg. - - 57.4% 0.68 71.3% 0.29

Mislead. - - - - 65.7% 0.43

build a single 10-Fold cross validated discriminative model to
determine the most likely deception strategy. The majority
of training examples collected are single strategy deception
statements and we expect that in practice models built from
these collections of statements, removing statements with a
plurality of labels would effectively serve as noise reduction
given the frequency counts (see Table 1).

Table 4: Single Strategy Confusion Matrix

Actual
O E M F Precision Recall

P
re

d
ic

te
d O 8 20 12 5 28.6% 19.5%

E 11 38 17 4 41.9% 54.2%
M 11 24 30 7 38.8% 48.0%
F 6 14 19 7 25.8% 15.5%

In the single strategy analysis we look at predicting 1 of
4 deception strategies where the baseline model is random
chance i.e. 1 in 4 chance or 25% accuracy. Here we saw a
58% improvement in accuracy over the baseline model with
42% precision and 54% recall for correctly predicting exag-
gerations over other strategies.

Motivated by the literature on strategy utilization [11], we
see the multi-label classification problem additionally inter-
esting and perhaps more natural as humans engage in de-
ception. To fully evaluate the multi-label prediction problem
where any statement could exhibit 1 of 15 labels (i.e. choose
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Table 5: Ranked Features By Deception Strategy

Exaggeration Misleading Omission Falsification

1 liwc personal pron liwc 3rd singular “more important than” liwc negations

2 “and keep us” liwc anxiety sf avg pau cnt sf avg mod cnt

3 “because you can” liwc friends liwc 3rd singular liwc numbers

4 “from the cold ” liwc insight liwc adverbs “be last because”

5 “is better than” “and can be” “also be used” sf avg pau cnt

1 of 2 labels {uses strategy, does not use} for each of the 4
strategies where at least one strategy is employed) would
require less sparse data and instead we reduced this set to
1 in 3 labels (first strategy, second, or both) to focus on
identifying discriminative features between strategies.

5. DISCUSSION
A robust model will ideally employ topic-free features and

we would expect good features thus to be highly ranked
among thousands of data-driven features. The literature
on linguistic properties of deception strategies is limited,
however we note that three deception strategies (falsifica-
tion, concealment, and equivocation) were employed by [4,
6] in a controlled experimental setting where they reported
the misleading deception strategy as the, “most brief, vague,
and hesitant” whereas in comparison, falsifications were the
lowest on these characteristics. This finding would seem
to indicate that in comparing misleading (equivocations) to
falsifying statements, we would likely see longer statements
with the later. We calculated the mean word counts for all
statements including multi-label statements and found for
falsifying statements more words on average than for mis-
leading statements which supports the literature. In table
2 we also observe that the means for several structural cues
(e.g. pausality, modifiers, Fleish-Kincaid grade level) are
higher for falsification than other strategies.

Table 5 presents the Top 5 ranked features via the 1-Way
ANOVA F-Test [18] for single strategy prediction. In analyz-
ing these, the top feature for falsification was in the LIWC
negation category (e.g., using ‘no’, ‘not’, ‘never’), which is
logical given that these statements are often disagreements
in response to the statements made by the other partici-
pant. Overall, we find good evidence to support the gener-
ality of our models from feature inspection, as many of the
top ranked features are psycholinguistic or structural. This
would tend to indicate that with sufficient training data,
discriminatory models can still be successful if these non-
data-driven features are available.

The precision results of multi-label model performance be-
tween the different strategies indicates a greater difficulty in
distinguishing certain strategies from others. The biggest
difference in precision scores was approximately 23%, be-
tween models attempting to distinguish between omission
and falsification and exaggeration and falsification.

Because there is a dearth of previous work on using dis-
criminative models for deception strategy prediction, we eval-
uate the quality of our results in light of a comparison be-
tween the performance of each model and the semantic relat-
edness of strategy concepts to one another. Intuitively, we

would expect that two deceptive message strategies that are
highly dissimilar would be likely to exhibit different linguis-
tic phenomena. For example, exaggerations are manifested
by amplifiers like “too much” or “less important”, whereas
falsifications may manifest in either factually untrue state-
ments or, as in conversations, as negations to questions. We
expect to see better performance in discriminating between
strategies whose semantic relatedness distance4 is closer to
0.

We evaluated the semantic relation similarity between strat-
egy concepts using the UMBC Phrase Similarity Service5

with the LDC Gigawords Corpus[17]. Table 3 lists the sim-
ilarity of concepts where higher scores are more similar. As
expected, as relatedness scores decrease, model mean aver-
age precision increases.

We evaluated the omission deception strategy and while
precision scores for multi-strategy prediction models were
decent in some cases, there was little evidence in the liter-
ature for strong general features that could discriminate it
from other strategies; it seems more likely that any good
results found would be supported by data-driven features in
practice. It is due to the contextual knowledge requirements
(e.g. detecting omissions in machine translated texts[22] is
done comparing missing information) entailed in reasoning
about omissions that place it as a more challenging strategy
to detect within language alone. For domain-free classifica-
tions, we suspect that verbal and visual cues are potentially
more generally indicative of this kind deception strategy.

6. CONCLUSION
This study reports on the use of linguistic features in

discriminative models determining the kinds of deception
strategies a communicator is employing in a social media set-
ting. Our best model achieved 71% precision distinguishing
between exaggerations and falsifications. While our dataset
is relatively small, less than 300 statements, we see the re-
sults as promising towards the development of deception de-
tection techniques which can reason more robustly about
different kinds of deception strategies.

7. FUTURE WORK
Given the relative nascence of social media and especially

its effect on the human communication styles, a good deal
of work is needed to understand how previously understood
research into linguistically manifested deception may differ

4Semantic relatedness distance is evaluated on a scale of 0-1
where higher scores indicate more conceptual relatedness.
5http://swoogle.umbc.edu/SimService/index.html
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with the use of new communication platforms. For example,
new research supporting the differences between native/non-
native message senders and communication accommodation
theory in social media [10, 25] may provide better controls
for understanding social media specific linguistic cues to de-
ception. Future work will also focus specifically on how so-
cial media users utilize evidence (such as URLs or pictures)
to substantiate their untruthful claims.

Additionally, we intend to use this experimental data set
to evaluate how personality may be a predictor of the type
of deception strategy chosen. We also intend to extend our
features for classification to include discourse cues as [31],
which will allow us to better account for the interaction and
context in which deceptive statements are made.
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