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ABSTRACT

Existing works on user behavior analysis mainly focus on
modeling a single behavior and predicting whether a user
will take an action or not. However, users’ behaviors do
not always happen in isolation, sometimes, different behav-
iors may happen simultaneously. Therefore, in this paper,
we try to analyze the combination of basic behaviors, called
behavioral state here, which can describes users’ complex
behaviors comprehensively. We propose a model, called Per-
sonal Timed Hidden Markov Model (PTHMM), to settle the
problem by considering time-interval information of user-
s’ behaviors and users’ personalization. The experimental
result on sina-weibo demonstrates the effectiveness of the
model. It also shows that users’ behavioral state is affected
by their historical behaviors, and the influence of historical
behaviors declines with the increasing of historical time.
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1. INTRODUCTION

With the rise of social media, people are given more op-
portunities to exhibit different behaviors on internet such as
sharing, posting, commenting, and befriending. Among the
various successful social media, the microblogging service is
one of the most popular social media and has great wealth
of both textual and behavioral data. It provides us with a
good platform to analyze users’ diverse behaviors.

Motivating Example. People on microblogging platform-
s can either share information or interact with each other.
They can even experience different behaviors simultaneous-
ly. For example, Figure 1 illustrates the phenomenon in
Sina-Weibo. When user “RainBowSunl” reposts a piece of
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tweet from “BBCWorld”, he also interacts with his friend
“zsc” simultaneously and takes part in the topic of “The
Missing Malaysia plane”. How should we describe RainBow-
Sunl1’s behaviors and what is RainBowSun1’s real intention
? In order to depict RainBowSunl’s such complex behav-
iors, we define the behavioral state as the combination of ba-
sic behaviors, which can describes users’ complex behaviors
comprehensively. However, existing works on user behavior
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Figure 1: Example of behavioral state (the combi-
nation of basic behavioral information)

analysis mainly focus on modeling the specific behavior and
predicting whether a user will take an action or not[l, 4,
5]. Different from these works, the task, in this paper, is to
analyze users’ various combinations of basic behaviors and
to predict users’ behavioral states in future.

Model Description. Many potential factors affect users’
behavioral states, which may be users’ habit, current mood,
environmental events or others. These factors are cyclical
and invisible, but they can trigger users’ specific behaviors
and are reflected from users’ behavioral data. Thus, mod-
eling users’ historical behaviors based on a latent variable
is beneficial to understand users’ behavioral characteristics
and predict future behaviors. We call the latent variable as
behavioral pattern and it can represent these periodic fac-
tors. Besides, users’ actions have strong time-relationship
with their historical behaviors[4] and everyone has its own
personality when using the microblogging service. Motivat-
ed by these intuitions, we propose an unsupervised model,
Personal Timed Hidden Markov Model (PTHMM), to pre-
dict users’ behavioral states. We first train a global model
called THMM based on all users’ behavioral data. When
predicting users’ behavioral state, we take a personal strat-
egy to fine-tune the global model to make it more adaptable
for all kinds of users. Different from classical HMM mod-
el, PTHMM not only captures chronological information of
behavioral sequences but also considers the time-interval in-
formation between two adjacent behaviors and users’ per-
sonalization.



2. BEHAVIORS ANALYSIS

The task in this paper is to analyze users’ complex behav-
iors and to predict users’ behavioral states. Therefor, the
first work we need to determine is the basic behaviors se-
lected to represent users’ behavioral states in microblogging.
The basic behaviors should have following characteristics: 1)
Typical: All basic behaviors emphasize different aspects of
users’ behaviors and reflect one of typical characteristics of
behavior; 2) Elementary: FEach basic behavior must be
as simple as possible; 3) Comprehensive: The combina-
tions of basic behaviors should cover most of behaviors in
microblogging.

Java et al.[2] and Zhang et al.[6] have analyzed the char-
acteristics of users’ behaviors and classified them into three
main categories in microblogging. These categories can be
summarized as following: sharing, interaction and mention
oneself. The basic behaviors meet the constraint of “typical”,
when choosing from these three categories.

Sharing Because of the property of “self media”, sharing
information is the most common behaviors in microblogging
platform. When user share information, he can either pub-
lish informative tweets or just re-tweet informative tweets
from others. Hence, we divide sharing information into two
parts: one is posting original informative tweets which re-
flects users’ initiative to share information and the other is
reposting other’s tweets which reflect user’s passive to share
information. Besides, we can easily judge whether a user
is sharing information or not in microblogging. Because a
piece of informative tweet always contains URL,video or pic-
ture and it also can attract many users’ attention to repost
it or comment it.

Interaction Microblogging also has the property of so-
cial network. Users in microblogging usually interact with
their friends or participate in group topics. Microblogging
provides various mechanisms for users to interact with each
other. Therefore, based on different kinds of interaction be-
haviors, we subdivide interaction behaviors into three parts:
the first one is to use symbol '@’ to attract friends’ attention;
the second is to repost or comment the tweet of friends; the
third is to participate in topic group. Among them, the for-
mer two are both interacting with friends: one is initiative
to seek friends conservation, the other is just to response to
friends. The last one is interacting with a group of people.

Mention oneself Many users like to post tweets to talk
about their daily routine or what they are doing and feeling
currently in microblogging. A tweet about mentioning one-
self is always the plain text generated by the user, and the
tweet may also contains the information of location check-in.

However, due to the diversity of users’ behaviors in mi-
croblogging, the above three categories of behaviors can not
cover all kinds of behaviors. Apart from these, we append
“the others” category to denote a kind of special behavioral s-
tate. We sum up the dataset which contains 4,018,012 tweets
and obtain the distribution of the all basic behaviors shown
in Table 1. It shows that the three categories cover most
behaviors in microblogging and the remainder only occupy
8%, which means the choose behaviors can meet the require-
ment of comprehensive. Each behavioral state is represented
by a 6-dimension vector, and each dimension of the vector
represents one of the six behaviors. Accordingly, the be-
havior state of “the others” is a 6-dimension vector with all
dimension equal to zero. Therefore, users’ behavioral state
in microblogging is fully depicted.
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Table 1: Distribution of all basic behaviors
Basic behavior Category Ratio
post information sharing 6.64%

repost information sharing 36.26%
seek conversation interaction 10.48%
response to friends. interaction 4.63%

participate in group interaction 12.27

mention oneself mention oneself | 21.72
— the others 8.00%

3. PERSONAL TIMED HIDDEN MARKOV
MODEL

In this section, we formulate the problem of predicting
users’ behavioral states based on their historical data.

3.1 Notation

For the convenience of description, we firstly give the no-
tations of model elements:
Behavioral state B : A behavioral state is be obtained by
parsing its corresponding tweet content, and it is denoted as
a 6-dimension vector: B = {b1, b2...bg}. When b; = 1 means
current tweet contains the basic behavior b; else not.
Users U: The behavioral data of each user is represented
by two sequences: one is behavioral state sequence and the
other is time sequence accordingly. We denote user m as
following form : Up = {Un(B),Un(t)}, where Un(B) =
{Bi1,Ba,...Bn} and Un(t) = {ti,t2,...tn}, n is the total
tweets’ number of user m.
Behaviors pattern Z: To describe users’ periodic factors
that can affect users’ behavioral states, we introduce a latent
variable named behavioral pattern. The set of behavioral
patterns shared by all users is denoted as Z = {z1, 22, ...2x },
where k is the number of behavior patterns.
Model parameters ©: PTHMM’s parameters are the same
as HMM. It concludes: transfer probability of behavioral
patterns p(z;|z;), the relationship between behavioral pat-
terns and behavioral states P(B;|zr) and the probability
distribution of behavioral pattern P(Z).

3.2 The Framework of PTHMM

The framework of PTHMM is shown in Figure 2, and it
contains two main procedures: global training and personal
inference. In the stage of global training, we take advan-
tage of all users’ behavioral data to train the global model:
THMM, which is reflect the general behavioral characteris-
tics that all users shared. However, each person has his own
personality. When predicting user m’s state, we take a per-
sonal strategy to fine-tune the global model to make it more
adaptable for all kinds of users and the personal inference
process will be detailed in section 3.2.2.

3.2.1 Training of THMM

In this section, we present the global training procedure
of our approach. As all we know, HMM is the classical
model for inferring hidden state sequences from observed
variables[3]. However users’ behaviors have strong relation-
ship with the time interval. Classical HMM only takes se-
quences’ chronological information into consideration, which
can’t not fully capture the law of users’ behavior. Therefore,
the proposed THMM can make up this problem by taking
time interval information into consideration.
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Figure 2: The Framework of PTHMM

We use 7 (zx) to denote the distribution of behavioral pat-
tern zy, at time [ and & (2;, z;) to denote the joint distribution
of two successive behavioral patterns, which means behav-
ioral pattern is z; at time [ and z; at time [+1. Similar to
the HMM, THMM also can be naturally cast in the frame-
work of Expectation-Maximization(EM), and the difference
is about updating vi(zx) and &(zi, z;). We take the time
interval factor into account. The smaller the two adjacent
time interval is, the stronger influence the former behavior
has on the later.

E-step: fix ©, then update ~;(zx) and & (z;, z;). In order
to update the parameters, we take the Baum-Welch algo-
rithm[3] and & (zi, z;) is computed as following:

€i(zi,25) = P(z}, 25710, U(B), U(t))
P(z, 27, U(B)|O,U(t))

PU(B)|O,U(t))

_ P(z, 257, U(B)O,U (1))
T e U@ u)
where
P(z;,2,U(B)|©,U(t)) = P(Bi,...B, z) - P(2j]z1)
- P(Biy1]zj) - P(Bz+1...Bn\z§-+l) -P(ti, tiv1)  (2)
Especially, P(t;,ti+1) capture the influence of time interval

by modifying two adjacent behaviors’ relationship and we
define the time interval factor as :
P(ti,tig1) = exp((tivr — t1) /Tinaz) 3)

where Tnqz is the largest time interval in the sequence. Af-
ter computing & (2;, zj),we just sum up &(z;, z;) to get the
variable of v;(zx) as following:

Z & (zi, z1)

2, €Z

’Yl Zk (4)

M-step: fix v;(zx) and & (zi, z;), then update ©. When
giving vi(zx) and & (2, z;), the parameter O is computed as
following :

P(zr) = vi(zk) (5)
Lil &i(zi, 25)
P(z|z) = == (6)
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3.2.2  Personal Inference

THMM captures the common behavioral rules that all
people shared. However, each user has his own personalities.
In order to combine the commonness and personalities, we
take the personalized strategy to fine-tune the global THM-
M. When predicting user m’s behavioral state, we use m’s
historical behavior data P(H(Un(B))) to re-estimate the
behavioral pattern distribution Pp,(Z) of m and behavior
patterns transformation law Pm(z§-+1|z£) based on formula
1 to 6. At last, a user’s behavioral state at time L + 1 can
be computed as:

K

Bry1 = argmaz Z ) P(z L+1|zl ) - P(B|z]-L+1)

(8)

Where P(zZL ) means the probability of behavioral pattern

at time L. It can be calculated by decoding behavior state
sequences with the help of viterbi algorithm([3].

||Mx

4. EXPERIMENTS

4.1 Data Set and Experimental Setup

Dataset We constructed the dataset based on the Sina-
Weibo platform, one of the most popular microblogging in
China. The data used in this experiment is randomly choose
from the ordinary accounts and filtered out the users who
post less than 50 tweets. For each user, we craw all of his
tweets which can describe their behavioral track in Sina-
Weibo completely. Finally, the dataset consists of 3500 users
with 4,018,012 tweets. For evaluation, we randomly choose
500 users as the test set and the left 3000 users as the train
set.

Metric The final task is to predict the combinations of basic
behaviors. Based on the characteristics of the problem, we
focus on the similarity between predicted state and actual
state. Therefore, the evaluation metric we used is accQw,
where w refers to the wrong number we make and acc mean-
s the accuracy of predicted results. For example, acc@0
means the precision when we predict all behaviors correct-
ly. Accordingly acc@l means the precision when we miss
to predict one of the 6 behaviors. The smaller of w, the
more similar between prediction state and actual behavior
state. In this paper, we just consider the results of acc@0
and acc@1, which are more useful and insightful.
Baselines Because of the unsupervised properties of the
task, supervised sequential models such as CRF is invalid.
To evaluate the performance of PTHMM, we consider three
common unsupervised methods as baselines:

TF is the term frequency, which is wildly used in text re-
trieval. Here, it just account the behaviorial state frequency
information. We choose the most common behaviorial state
of user to represent his future behaviorial state.

MM is the markov model. Compared with TF, MM con-
siders the chronological information of behavioral sequence.

HMM have been proven to be effective in a variety of
sequences applications. Different from the above models, it
takes user’s hidden behavioral pattern into consideration.



4.2 Prediction performance

The predicted results are reported in Table 2. The se-
quential models achieve better results than TF that does
not consider chronological information. Besides, these mod-
els that apply the latent factor of behavioral pattern such
as HMM,THMM and PTHMM can bring substantial perfor-
mance improvement to MM, which neglects the mechanism
behind behaviors. THMM outperforms the classical HMM
that does not consider the information of time interval. It
suggests that time-interval information is an important fac-
tor when analyzing users’ behaviors. Finally, the PTHMM
shows a better result than THMM by considering user’s own
personality. It means that PTHMM is more adaptable for
different kinds of people.

Table 2: The predict results of different methods

TF | MM | HMM | THMM | PTHMM
acc@0(%) | 41.8 | 48.2 | 488 | 494 50.0
acc@1(%) | 57.0 | 61.2 | 60.7 | 615 62.0

4.3 Analysis on time correlation

PTHMM is based on the intuition that user’s action has a
strong time-relationship with his historical behaviors. When
predicting behavioral state, we apply the viterbi algorithm
to decode the latest historical behavioral sequences. The
length of decoded sequence means the number of historical
behaviors considered in the model when predicting future
behavioral state. Figure 3 shows that both acc@0 and acc@1
rise with the increasing of predict length and achieve stabil-
ity at last. The results reflect that users’ behavioral state
is affected by their historical behaviors, and the influence of
historical behaviors declines with the increasing of historical
time, then it tend to be stable finally.
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Figure 3: Effect of Predict Length

Besides, we also compute the similarity between current
behavioral state and its former N behavioral states. The s-
tatistical result, shown in Figure 4, shows that users’ current
behavioral states are most similar to the nearest behavioral
state, and the similarity decreases with the time distance
increasing, then achieves stability at last. The result of Fig-
ure 4 demonstrates the same behavioral property as Figure
3 does, which also strongly support the assumption of our
model.

S.  CONCLUSIONS

In this paper, we formally formulate the problem of user-
s’ behavioral states, which are the different combinations of
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Figure 4: The similarity between historical behav-
ioral states and current behavioral state

basic behavior information. Then we choose six basic behav-
iors to represent all kinds of behavioral states based on the
analysis of users’ behaviors in Sina-Weibo. We propose an
unsupervised model called PTHMM to settle the problem by
considering time-interval information of behaviors and users’
personality. The experimental result on sina-weibo demon-
strates the effectiveness of PTHMM, and it also shows that
users’ current behavioral state is affected by their historical
behaviors, where the influence of the historical behaviors de-
clines with the increasing of historical time. In future, we
plan to examine the scalability of our method and exper-
iment on more large-scale datasets. Besides, we also need
further analysis of tweets’ textual information to improve
the representation of users’ behavioral states.
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