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ABSTRACT
The emergence of social media and the enormous growth of
social networks have initiated a great amount of research in
social influence analysis. In this regard, many approaches
take into account only structural information while a few
have also incorporated content. In this study we propose a
new method to rank users according to their topic-sensitive
influence which utilizes a priori information by employing
supervised random walks. We explore the use of supervi-
sion in a PageRank-like random walk while also exploiting
textual information from the available content. We perform
a set of experiments on Twitter datasets and evaluate our
findings.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data Mining; H.3 [ In-
formation Storage and Retrieval]: Information Search
and Retrieval

Keywords
social influence analysis, supervised random walks, pagerank

1. INTRODUCTION
At recent years there has been an immense growth of on-

line social communities and an overwhelming flow of infor-
mation through them. Participating in these social networks
not only enables users to share information or opinions but
also offers more opportunities to develop social ties. Conse-
quently, these interactions determine the circulation of at-
tention through the network and hence, designate a user’s
relationship with others. Interestingly, these social bonds
play an essential role in many sociological and information
research studies. The former try to explain why and how
these ties are formed while the latter to empirically pro-
vide some evidence. In this regard, the concept of influence
has been long examined and its role in the dissemination of
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information has been pointed out in many studies [5]. How-
ever, despite the enormous amount of available on-line data,
determining influential users is a challenging task.

Identifying influence denotes the need to comprehend and
reveal a change in the social world. Such a change is a result
of human choices and social forces which cannot be repro-
duced within a lab experiment or formalized in a mathemat-
ical equation. As chaotic the real world is, it is even more
difficult to conceive the factors that can be used to quan-
tify influence. An individual’s choice of relations is heavily
constrained by other aspects of his or her life, such as geo-
graphical location, choice of occupation, place of work, and
so on. Moreover, social phenomena such as homophily, the
tendency of individuals to form ties with similar others [10],
constitute an even more complex statistical problem.

Nevertheless, the rise of social platforms like Twitter and
Facebook, naturally lead to investigate the potential of in-
fluence in certain scenarios such as opinion propagation and
viral marketing. For journalists, companies and other pub-
lic entities determining and interacting with influential indi-
viduals is elemental. This need has initiated a considerable
amount of research regarding the quantification of influence.
As influence is constitutionally ambiguous, most studies give
their own definition of influence and in regards to the context
of their research direction. However, a human can clearly
distinguish which users are influential to them and which
are not. A simple scenario could be of a journalist main-
taining a list of influential and a list of non-truthful users.
Motivated by this fact, we believe that such a priori infor-
mation can be employed to discover similar influential users.

In the present paper we are trying to tackle the problem
of identifying influential users on a on-line social commu-
nity like Twitter. Particularly, we introduce a new method
which measures influence of users, based on the existence of
a priori information of influential users. It utilizes structural
information and the textual content affiliated to each node in
network to measure topic-sensitive influence of nodes. Our
method is based on a technique called supervised random
walks and which was originally introduced in [1] to address
the link prediction problem. In addition, we compare dif-
ferent measures of influence on their ability to rank users
w.r.t. a topic. We conducted experiments on three differ-
ent real-world datasets and illustrate the effectiveness of our
approach compared to previous work.

The rest of the paper is organized as follows: Section 2
briefly summarizes related literature. In Section 3 we give
a detailed analysis of our approach while in Section 4 we
present our experimental findings. Finally, Section 5 con-
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cludes with a discussion on our findings and directions for
further research.

2. RELATED WORK
Structural approaches. A great number of studies has

been conducted in the domain of social network analysis in
recognizing important users in a social network. One of the
most studied ranking algorithm in graphs and particular in
social networks is PageRank [13]. A numerical value is as-
signed to each node that expresses its importance and its
computation depends solely in the structure of the network.
Many PageRank variations were proposed since its first ap-
pearance. The method proposed in [19], called TunkRank,
is a PageRank variation adapted to the specific conditions
of the social network of Twitter. The intuition of their ap-
proach is that the more followers you have the more probable
your tweet is going to be re-tweeted and thus spread to the
network.

Another firmly relevant approach to PageRank is [16].
Romero et. al see influence as a twofold quantity where
a user can be described by both the number of people they
influence as well as their passivity, meaning the number of
people who are not influenced by. In this regard, influence
depends on the passivity of followers and passivity depends
on the influence of the followees. In [4], they made a compar-
ison of some simple measures of influence, expressly number
of followers, number of re-tweets, and number of mentions.
They showed that each measure alone cannot be a significant
indicator of how influential a user is. However they suggest
that a user should follow a particular pattern or effort in
order to maintain their ability to influence other users. Also
[11] performed experiments with the rankings of the three
following measures: number of followers, PageRank in the
following/follower network and number of re-tweets. They
found the first two ranking methods to be highly correlated
while the number of re-tweets does not reflect accurately
the influence of users. In [6] they argue that the use of the
structure of a network is not mandatory in order to iden-
tify influential users. They propose a new influence metric,
V elocity, that depends only on the available information
collected from the Twitter streaming API, namely the num-
ber of mentions and the number of followers, and can be
computed in near-real time.

Topic-based approaches. Although link-based tech-
niques have been proved to be effective in influence rank-
ing, there exists a great number of studies in the literature
that try to combine structural information with content.
An early approach towards that direction is Topic-Sensitive
PageRank (TSPR) [8]. As the name suggests, it is a PageR-
ank variant which incorporates topic-specific information to
calculate per-topic PageRank scores. To achieve that it re-
places the classic PageRank’s teleport vector with predefined
topic-specific ones in a separate preprocessing stage. A more
recent study [21] tries to bias the random walk towards sim-
ilar users according to a topic. As an alternative to TSPR,
it uses topic modeling [3] to extract topics from a users con-
tent. The distribution similarity on these topics between
users is used then to compute the influence scores. In [18]
they perform topical-level influence propagation (TAP) by
incorporating a) an existing network structure and b) topic
distributions on all nodes into a topical factor graph (TFG).
Pal et al. in [14] make use of a list of features from Twitter
graphs and perform clustering to identify topical authorities.

On the other hand, Hu et al. in [9], utilize Topical Authority
Propagation via re-tweeting to identify topical authorities in
Twitter. The intuition behind their method is that a user
is more likely to be an authority on a topic if they get re-
tweeted by another topical authority. Ghosh et al. in [7] try
to infer topical experts by leveraging crowd-sourced informa-
tion from Twitter Lists. A very recent study [2] integrates
topic modeling and influence analysis in the same model.
Their proposed method called FLDA, it is a more complex
mixture model than LDA which integrates probability dis-
tributions over topics with influence scores.

The work presented here builds on this prior knowledge
but also lends many basic aspects from random walk the-
ory and especially from a supervised version which was pre-
sented by Backstrom and Leskovec in [1]. While their tech-
nique was developed to address the link prediction prob-
lem, we propose a new method based on the original to deal
with the identification of influential users. Our contribu-
tion is a method that in a supervised manner learns how to
bias PageRank-like random walk so that it is headed to a
more topic-sensitive influential nodes. Readers interested in
a more detailed view on influence identification techniques
may refer to surveys papers [15, 20] and their references.

3. TOPIC-SENSITIVE SUPERVISED RAN-
DOM WALKS

In general the purpose of topic-based social influence anal-
ysis is to capture the following information: nodes’ topic dis-
tributions, similarity between nodes, and network structure
[18]. In order to assimilate this information into one model
we propose Topic-Sensitive Supervised Random Walks (TS-
SRW), a supervised algorithm for identifying topic-sensitive
influential users. Our main idea is that given a graph and its
content we would like to assign a score to each node which
would represent the influence of that node in a specific topic
derived from its content. Since PageRank has been proved
to be significantly effective in graph ranking we adopt a sim-
ilar approach. Nonetheless, we incorporate at the same time
valuable node and edge features together with the structure
and the content of the network so as to bias the random
walk to step into more influential users.

Expressly, we can divide our method in three phases as
depicted in Fig.1: i) topic extraction, ii) parameter learning
and iii) PageRank-like random walk. The general setting
of the proposed framework requires to extract the topics
that users are interested in. Hereof, we handle this issue
by applying LDA[3], a widely used topic modeling method
to automatically infuse topics. Moreover, assuming that we
are given a set of influential nodes i1, i2, . . . , in ∈ I and the
topic distributions, we try to bias the transition probability
of each edge with the purpose that the random walk will
visit nodes from set I more often. To achieve this allocation
we intend to learn a function that will specify the transition
probability by taking into account the node and edge fea-
tures. So, the task in the second phase is to learn a set of
parameters π of an objective function that assigns a transi-
tion probability to each edge. Then, these parameters will
be used by the random walk to rank nodes accordingly in the
last stage. In the following we discuss each part of our ap-
proach in depth. We begin by giving some notation involved
in our analysis and then examine each step in detail.
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Figure 1. Flow of the proposed technique

3.1 Preliminaries
We consider a social network represented as a directed

graph G = (V, E) where vertices correspond to users and
edges to social interaction between them such that edge (u,
v) implies that u interacts with v. For each edge we built a
feature vector φuvwhich describes the relationship between
the nodes that form the edge as well as the nodes themselves.
Moreover, each node is assigned a topic vector tu which
contains the topic probability distributions for that specific
node. Then, for each edge we can compute a topic similar-
ity score suv which measures how related are the nodes that
form the edge w.r.t a topic.

As for the learning stage, we define a set of influential
nodes I={i1, i2, . . . , in} and a set of non-influential nodes
N={n1, n2, . . . , nn}. We want the random walk to follow
the nodes contained in I and not in N . Consequently we
can assign each edge a weight wuv = fπ(φuv)×suv where f
is a function which calculates the weight of the edge w.r.t
parameters π. Supposedly, these edge weights will be used
to guide the random walk. Therefore, the rankings of the
nodes depends on weights and hence, on parameters π, but
also on the topical similarity suv of the nodes.

3.2 Topic Extraction
To address the issue of topic extraction, we apply the

Latent Dirichlet Allocation (LDA) model [3] which auto-
matically and in a unsupervised way can discover a set of
topics from large collections. LDA does not describe seman-
tically the topics extracted, however represents each topic
as a probability distribution over words and each document
as a distribution over topics.

In this regard, the output of the LDA model will provide:
θK , a K x D vector which contains the distribution of topics
K for each document d ∈ D where D is the set of available
documents. To accommodate it to our needs we make the
following assumption: each document in our case represents
the total number of a user’s posts. So for each user we are
going to have a topic vector tu which holds the probability
distribution of the user’s interest over the topics K. More
precisely, each element of tu, for instance tiu, encloses the
probability that the user u is related to topic i.

3.2.1 Topic Similarity.
As we want to find influential users according to a topic,

we measure the similarity between them w.r.t. the topics.
More formally, given the topic distributions for all users,

tu∀u ∈ V , we can compute topical similarity between users
as follows:

topicalSimilarity = suv =
1

2
×DKL(tu||M)+

1

2
×DKL(tv||M).

(1)
where DKL is the KL − divergence, which is defined as

DKL(tu||tv) =
∑
i ln(

tiu
tiv

)tiu, and M = 1
2
(tu + tv). The Eq.1

is in point of fact the Jensen− Shannon divergence which
is a popular method of measuring the similarity between two
probability distributions [12].

3.3 Learning Parameters
For the learning phase of our method, we follow a similar

approach to [1]. We are dealing with a optimization prob-
lem where we want the objective function to learn a set of
parameters. Specifically, we target on learning the optimal
parameters π so as to be used on calculating the edge weights
that will hopefully lead the random walk to pick influential
nodes. The optimization problem then, can be formulated
as:

minimize
π

f(π) = ||π||2 + λ
∑

i∈I,n∈N

h(pi − pn) . (2)

where λ is a regularization parameter, h is a non-negative
loss function and pu with u ∈ {I,N} is the pagerank score
for u. To solve this optimization problem we follow the
same steps as in [1]. We first derive the gradient of f(π)
with respect to π, and then use a gradient based optimiza-
tion method (L-BFGS) to find π that minimize f(π). As
loss function h we use Wilcoxon-Mann-Whitney loss func-
tion h(x) = 1

1+exp (−x/b) and as edge weight function we

use the logistic function wuv = 1
1+exp (−φuv·π) . Moreover we

choose λ = 11. For a more detailed analysis we advise the
reader to go through the aforementioned publication.

3.4 Topic-Specific Random Walk
Similar to PageRank, we perform a random walk on the

directed graph G. The random walker follows the edges with
a certain probability which resembles the transition proba-
bility from one node to another. This transition, however,
is biased by both the edge weight and the topical similar-
ity of the nodes. Consequently, we can define the transition
matrix T and the transition probability PT from node u to
node v as:

PT (u, v) =

{ wuv∑
j∈Neighborsu

wuj
if (u, v) exists

0 otherwise
. (3)

and

T = {PT (u, v)∀u, v ∈ V } . (4)

The intuition here is that the higher the topical similarity s
and the edge weight w, the higher the transition probability
and thus will lead to higher influential nodes. Furthermore,
we assign a restart probability γ for the random walk i.e.
the probability the random walk to jump back to start node
n, and thus the final transition probability will be:

P ′T (u, v) = (1− γ) ∗ PT (u, v) + γ ∗ (v = n) . (5)

We conclude in the following algorithm which iteratively cal-
culates the PageRank-like scores for each node in the net-

1as proposed in [1]
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work. Convergence of the algorithm is similar to those of
power-iteration.

Algorithm 1: Topic-Specific Supervised Random Walk
Algorithm

Data: V, E, I, N, φuv, objective function f
Result: learned parameters π, node rankings ρ
begin

Initialization;
for u ∈ V do

pu = 1
|V | ;

tu = LDA()

for (u, v) ∈ E do
suv= topicSimilarity(tu,tv)

Learning Stage;
π = L−BFGS(f ,φuv, I,N);
return π
Biased Random Walk;
repeat

for u ∈ V do
ptu =

∑
i∈Neighborsu pt−1

u Tiu;

until converged;
return ρ = pu∀u ∈ V

4. EXPERIMENTS

4.1 Experimental Setup
Data description. In order to conduct our experiments

we gathered data from Twitter using the Twitter Streaming
API. Specifically, we aggregated tweets for three different
topics; i) politics, ii) World Cup 2014 and iii) Scala. Apart
from these, we also used the Snow 2014 Data Challenge test
dataset2. As Twitter Streaming API allows to collect data
w.r.t. some predefined keywords, we represented each topic
as a set of keywords. For each dataset we built an interaction
network based on the mentions of the users. Presumably, an
edge (u, v) in this network implies that u mentions v. The
details of each dataset can be viewed in Table 1.

Training data. In the absence of ground truth data,
we decided to feed our learning algorithm with labeled data
that were produced with the following way. We run the
PageRank algorithm on the retrieved mention network and
obtain a PageRank score per node. From this ranked list
we use the top 200 as our set of influential nodes I and the
last 200 as our set of non-influential nodes N . Moreover,
each edge (u, v) of the network is described with the follow-
ing six features for each node that form them3: a) number
of followers, b) number of tweets, c) number of friends, d)
number of favorites, e) number of lists is listed in and f) if
is verified. For the experiments presented in this study, we
trained our algorithm with the sets I,N that were obtained
from Snow dataset. Then, we use the learned parameters
πsnow to evaluate our method on the rest of the datasets.

Evaluation metrics. Evaluating a ranking is a very sub-
jective/ambiguous procedure even for humans, unless there
is a ground truth available. In our case, we do not consider
to have a objective ranking to compare it with our results.

2publicly available at http://figshare.com/articles/
SNOW_2014_Data_Challenge/1003755
3twelve features in total

Table 1. Details of each Twitter dataset

Dataset #tweets #nodes #edges keywords
Snow 1.089.909 560.009 963.685 Syria, terror,

Ukraine,
bitcoin

World Cup 264.616 164.651 257.854 worldcup14
Politics 249.060 122.147 202.765 politics
Scala 10.423 4.469 8.157 scala
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Figure 2. The Kendall Tau Correlation Kr of TS-SRW against
all other metrics for the first top-K ranked results

Except for Scala dataset where we obtained a top-35 influ-
ential users list according to [17]. Consequently, we study
the correlation between the rank lists computed by the dif-
ferent algorithms. For this purpose we consider Kendall Tau
Correlation measure Kr, which is a measure of how similar
two rankings are. The output of Kr is a value in the range
of [−1, 1], where a value close to 1 indicates high correlation
and -1 that one ranking is the reversed of the other.

4.2 Comparison of different methods
Here we perform a comparison study of the proposed method,

abbreviated as TS-SRW with other related metrics. These
include: TwitterRank(TWR), Velocity(VL), PageRank(PR),
and number of followers(FOL).

We setup the experiments as follows. We run the dif-
ferent techniques on the mention graph obtained from the
collected tweets for each dataset. For TWR and TS-SRW,
we use LDA, assuming that a document corresponds to the
total number of tweets a user published in the correspond-
ing dataset. As Dirichlet hyper-parameters we choose a =
0.5, b = 0.5 and set the number of topics to T = 10. In ad-
dition, for PR, TWR and TS-SRW we set the restart prob-
ability to γ = 0.85.

4.2.1 Correlation.
Table 2 lists the correlation values between the rankings

that where produced by the aforementioned metrics. It is
observed that PR and TS-SRW have the highest correlation
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Figure 3. Percentage of verified users in top-K ranked results

which is expected as PageRank was used to train the TS-
SRW model.

A closer look on the correlation between TS-SRW and the
other metrics is depicted in Figure 2. In these diagrams we
illustrate the correlation between TS-SRW and the rest of
the methods for the first top-K results of their rankings. In
contrast to the results presented in Table 2, where the whole
ranked list is assumed, we observe different correlations be-
tween rankings.

4.2.2 Percentage of verified users.
A feature that is offered by Twitter Streaming API is the

characterization of a user as verified or not. In Twitter,
verification is used to establish authenticity of identities of
key individuals or brands. More precisely, of highly sought
users in music, acting, fashion, politics, journalism, sports
and other key interest areas. In other words, these users
acquire a lot of attention and thus can be seen as influen-
tial users in their corresponding area. Although there is not
a direct connection between verification and influence, this
feature can give us information to perform relative compar-
isons.

We conduct the following experiment. For each dataset,
we find the total number of verified users. Then, we com-
pute the percentage of verified users that is contained in the
top-K results of each method. The results are reported in
Figure 3. As shown, FOL identifies a larger percentage of
verified users in all cases except in Politics dataset. Closely
follows TS-SRW and PR with the first being slightly bet-
ter. Specifically, TS-SWR performs best in Politics dataset.
TWR and VL report the lowest percentages.

4.2.3 Recommendation Task.
Next we compare the predictive performance of the dif-

ferent methods on a recommendation task. The task is con-
ducted in the same pattern as in [21] but using the mention
relationship graph. In this regard, L is the set of existing
mention relationships in a dataset, U is the set of randomly
chosen users that s0 does not mention. For our experiments
we generate L by randomly picking a mention from the men-
tion graph. We choose |L| = 40 and |U | = 20. Ten rounds

Table 2. Rankings correlation of different methods

Dataset TWR VL PR FOL TS-SRW

WorldCup

TWR - -0.28 0.24 0.11 0.29
VL -0.28 - 0.06 -0.06 0.11
PR 0.24 0.06 - -0.06 0.46

FOL 0.11 -0.06 -0.06 - -0.02
TS-SRW 0.29 0.11 0.46 -0.02 -

Snow

TWR - 0.09 0.18 0.11 0.32
VL 0.09 - 0.06 0.27 0.06
PR 0.18 0.06 - 0.11 0.73

FOL 0.11 0.27 0.11 - 0.02
TS-SRW 0.32 0.06 0.73 0.02 -

Politics

TWR - 0.06 0.11 0.06 0.24
VL 0.06 - -0.28 0.14 0.15
PR 0.06 -0.28 - 0.11 0.6

FOL 0.11 0.14 0.06 - 0.06
TS-SRW 0.24 0.15 0.6 0.06 -

Snow World Cup Politics
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Q
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Figure 4. Averaged quality of each ranking method.

of evaluation are performed for each experiment. The aver-
aged quality over all evaluation rounds is depicted in Figure
4. TS-SRW outperforms all other methods in 2 out of 3
cases. The improvement may not seem significant however
it states that our method can provide better recommenda-
tions.

4.2.4 Scala Dataset
In [17] they have managed to manually produce a ranking

of influential users of the Scala community in Twitter. As
already mentioned, we gathered data from twitter using the
keyword scala. So, our next evaluation task is to compare
the rankings produced by the different algorithms against
the manually produced one. To be precise, we obtained the
first 35 users from the annotated ranking and then compute
the Kendall tau correlation of this ranking against the rank-
ings produced by the other metrics. We can observe the
results in Figure 5. TS-SRW clearly outperforms all other
methods.

5. CONCLUSION
This paper addresses the problem of determining topic-

sensitive influential users in social networks. To model topic
influence we introduce a supervised algorithm, called Topic-
Specific Supervised Random Walks.TS-SRW assimilates at
the same time valuable structural and textual information
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Figure 5. The Kendall Tau correlation of each method with the
manually produced ranking

into one unified model to measure the topic-sensitive influ-
ence of a user. Through experiments in three real-world
Twitter datasets, is shown how the proposed TS-SRW method
is correlated with different metrics. In addition, we demon-
strate that TS-SRW can produce better rankings in different
scenarios. In the absence of labeled data, an extension of the
proposed technique to a semi-supervised version would be an
interesting future work.
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