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ABSTRACT

Many complex network systems suffer from noise that dis-
guises the structure of the network and hinders an accurate
analysis of these systems. Link assessment is the process of
identifying and eliminating the noise from network systems
in order to better understand these systems. In this paper,
we address the link assessment problem in social networks
that may suffer from noisy relationships. We employed a ma-
chine learning classifier for assessing the links in the social
network of interest using the data from the associated inter-
action networks around it. The method was tested with two
different data sets: each contains the social network of inter-
est, with ground truth, along with the associated interaction
networks. The results showed that it is possible to effectively
assess the links of a social network using only the structure
of a single network of the associated interaction networks
and also using the structure of the whole set of the asso-
ciated interaction networks. The experiment also revealed
that the assessment performance using only the structure of
the social network of interest is relatively less accurate than
using the associated interaction networks. This indicates
that link formation in the social network of interest is not
only driven by the internal structure of the social network,
but also influenced by the external factors provided in the
associated interaction networks.
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1. INTRODUCTION
Many complex networks suffer from noise, i.e., links that

do not reflect a real relationship. These noisy links, espe-
cially false-positives, harm the quality of the network and,
subsequently, hinder an accurate analysis of these networks.
For example, researchers often base their analysis of protein-
protein interaction networks on so-called high-throughput
data. This process is highly erroneous (up to 50% false-
positives and 50% false-negatives) [6] and thus results noise
in the constructed protein-protein interaction networks. In
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response, a process for assessing the quality of the links in
these networks is inevitable in order to get a high quality
representation of the studied phenomenon and an accurate
conclusion of the analysis results. Thus, many researchers
have started assessing the quality of these biological net-
works [10, 5].
In social networks, the situation is similar as many online
social networks experience such kind of noisy friendship rela-
tions. One reason for the noise relationship is the low cost of
forming a link in the online social network platforms which
results in a large number of connections for a member. An-
other reason for the existence of noisy relationships is that
the automatic sent of the invitations when you firstly regis-
ter in one of the social network platforms; these invitations
may contribute in connecting with a person you really do not
know in real life but you have contacted him/her once for
any reason. An example of this situation is the Twitter so-
cial network where it is easy to be followed by those who are
not real friends or those who have fake accounts. A member
of an online social network can easily connect, as a friend,
to another member based on strong motivation, like being a
real-life friend or participating in the same political party, or
weak motivation like being a friend of someone you know.
This variation in the type of the friendship links in social
networks led some researchers to quantify the relationship
strength [9, 22, 24] within social networks. Pappalardo et.
al [19] proposed a a multidimensional model to capture the
strength of the ties in social networks of the same actors.
Another related work was done by Xie et. al [23] where the
authors investigated Twitter’s users to identify real friends.

Most online social networks have an interesting feature
which is the unfriend or to unfollow feature which, once
used, removes the connection between the two members. A
recent study has shown that at least 63% of Facebook users
unfriended at least one friend for different reasons [21]. The
reasons for unfriending, according to Sibona [21], are fre-
quent or useless posts, political and religious polarization,
inappropriate posts, and others. This means that social net-
works suffer from noisy relationships that need to be elim-
inated in order to keep only the desired friends. Accord-
ingly, it is clear that the online social networks do contain
many false-positive links that push the members to use the
unfriend/unfollow feature or, less extremely, categorize un-
wanted connections as restricted members.

In this work, we aim at assessing the relationships within
the social network (SN) based on the structure of networks
related to the social network of interest SN . We call these
networks Associated Interaction Networks G. One contribu-
tion of this work is that we take a further step in under-
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standing the dynamics of social interactions by investigat-
ing multiple and correlated networks of the same actors [1].
That is because looking merely at an individual network, in
this case the SN , is a rather simplistic abstraction of the
social interaction, which is not sufficient to understand its
dynamics [3]. Thus, utilizing the interaction networks that
affects the structure of the social network is considered in
this work.
Running Example: To better understand the concept of
link assessment with associated interaction networks, let us
consider a research center environment where the members
can socialize online using the Facebook social network SN ,
which is chosen as the social network of interest. Along
with the Facebook friendship network, the members of the
research group have different interactions that affect the
structure of their Facebook friendship network SN . These
associated interaction networks G include:

• Work G1: Where a link exists between two members if
they work/ed in the same department.

• Co-author G2: Where a link exists between two members
if they co-authored publication.

• Lunch G3: Where a link exists between two members if
they had lunch together at least one time.

• Leisure G4: Where a link exists between two members if
they participated in the same leisure activity at least one
time.

Obviously, these associated interaction networks affect the
structure of the social friendship network SN as the link for-
mation process within any social network is not only driven
by its structure, i.e. internal homophily [17], but also ex-
tremely influenced by external factors (associated interac-
tion networks G) [1]. For example, it is highly probable that
any two persons who have lunch and/or spent some leisure
time together to be friends in the SN . However, if there
is a friendship link between two members A and B in the
SN and there is no link between A and B in any of the
networks in G, then this relationship might be a noisy one
or it is a very low strength link that is not qualified to be
a real friendship relation. In Figure 1, it is intuitive to de-
duce that the links that exist in the social network SN and
also exist in any other network Gi ∈ G are presumably not
a noise as the links in the associated interaction networks
affects the link formation in the social network SN . On the
other hand, there are 44 links that are not in any Gi ∈ G,
which pose the question: Are these edges noise?. In fact we
cannot say that these 44 links are utterly noisy links because
it is hard to capture all of the possible relations between the
actors of this data set in real life. For example, one link
of the 44 might be between two researchers who are living
in the same building or they are members of the the same
political party; data that we do not have or that is hard to
be collected.
We think that utilizing exogenous information, like associ-
ated interaction networks G around the SN , with machine
learning can help us to identify the noisy edges in the so-
cial network. More precisely, this work aims at answering
empirically the following research questions:

• RQ1: Does every interaction network Gi ∈ G encompass
sufficient information to assess the social network SN?

• RQ2: Does the whole set of the interaction networks pro-
vide a better link assessment than using a single interac-
tion network?

• RQ3: Which is better for assessing the links of a social
network SN , using only the structure of a social network

Figure 1: (Color online) The Venn diagram for edge overlap-
ping between the Facebook social network SN and the other
associated interaction networks G for the research group
data set.

SN or combining it with the structures of the associated
interaction networks G?

2. THE PROPOSED METHOD
This section presents the details of the proposed method.

It starts with a general description of the framework followed
by a detailed information.

2.1 Framework description
As described earlier, our aim is to assess the links in a so-

cial network SN using the associated interaction networks
of the same actors. We employ machine learning classifica-
tion techniques by building a feature data model (FDM) of
the associated interaction networks and the social network
of interest SN . The idea of the proposed framework is to
convert the link assessment problem into a machine learn-
ing classification problem where the classifier should indicate
whether a particular link is noise or a real link via learning
from the associated interaction networks. In the following,
a description of the FDM is provided.

2.2 Feature data model (FDM) specification
The FDM is a data model that represents a network struc-

ture using topological features for each pair of nodes of a
network. More formally, ∀ v, w ∈ V (Gi) where v 6= w and
Gi ∈ G, we find the feature value Fi(v, w) such that Fi ∈ F ,
and F is the set of features that will be described in the
following section.
2.2.1 Node pair-wise dependent features
The node-dependent features include:

• The number of Common Neighbors (CN ): For any node z
in a graph g, the neighbors of z, Γ(z), is the set of nodes
that are adjacent to z. For each pair of nodes v and w,
the number of common neighbors these two nodes is the
number of nodes that are adjacent to both nodes v and
w.

CN (v, w) = |Γ(v) ∩ Γ(w)| (1)

• Resource Allocation (RA): This measure was proposed by
Zhou et al. [25] for addressing link prediction and showed
a slightly better performance than CN . This measure
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assumes that each node has given some resources that will
be distributed equally among its neighbors. This concept
is adapted by incorporating two nodes v and w.

RA(v, w) =
∑

z∈{Γ(v)∩Γ(w)}
z 6=v 6=w

1

|Γ(z)|
(2)

• Adamic-Adar coefficient (AAC): Since proposed by Adamic
et al. [2], the Adamic-Adar coefficient has been used in dif-
ferent areas of social network analysis. The idea behind
this measure is to count the common neighbors weighted
by the inverse of the logarithm.

AAC(v, w) =
∑

z∈{Γ(v)∩Γ(w)}
z 6=v 6=w

1

log|Γ(z)|
(3)

• Jaccard Index (JI): This measure was first proposed in
information retrieval [20] as a method to quantify the sim-
ilarity of the contents of two sets.

JI(v, w) =
|Γ(v) ∩ Γ(w)|

|Γ(v) ∪ Γ(w)|
(4)

• Preferential Attachment (PA): In collaboration networks,
Newman [18] showed that the probability of collaboration
between any two nodes (authors) v and w is correlated to
the product of Γ(v) and Γ(w).

PA(v, w) = |Γ(v)| · |Γ(w)| (5)

The previous similarity measures are used for undirected
networks. For directed networks, two versions of each mea-
sure are used by providing two versions of the neighborhood
set Γ, the in-neighbors Γ(v)in and the out-neighbors Γ(v)out.
Based on this, an in and an out version of the above mea-
sures can be constructed. For example, the CN in for two
nodes v, w is:

CN (v, w)in = |Γ(v)in ∩ Γ(w)in| (6)

2.2.2 Network-dependent feature
To test the RQ2, we combined all of the FDMGi

into a
combined FDMG . That means, a pair of nodes v, w ap-
pears N times, where N is the number of associated inter-
action networks, in the combined FDMG . Therefore, it is
crucial to label the instances of the FDMG with network-
dependent features. This feature helps the classification al-
gorithm to discriminate different instances of v, w when their
node-dependent features are close to each other. We used
the network density as a network-dependent feature. Net-
work density (η): Is a measure that reflects the degree of
completeness of a network.

η(Gi) =
2 · |E(Gi)|

|V (Gi)| · (|V (Gi)| − 1)
(7)

Based on the previous description, the FDMG for a undi-
rected network contains a number of instances that is equal

to
∑

Gi∈G
|V (Gi)|·(|V (Gi)|−1)

2
such that for every pair of nodes

v, w ∈ V (Gi) and Gi ∈ G, an instance I(v, w) is a tuple that
contains:
• Pair-wise dependent features of v andw presented in Equa-

tions 1 to 5.
• Network-dependent features of G presented in Equation 7.
• A binary classification, {1, 0}, that indicates whether there

is a link e(v, w) in Gi or not
1.

1To test the RQ3, the FDMSN is constructed in the same
way.

Figure 2: (Color online) The proposed framework for link as-
sessment using associated interaction networks and machine
learning classifier. (Adapted from [1])

Figure 2 depicts the process of assessing the links of a so-
cial network SN using associated interaction networks G. In
step 1, the FDMGi

is constructed for each network Gi ∈ G.
In step 2, the constructed FDMs is used to train a machine
learning classifier that is used, in step 3, to assess the SN
by providing the binary classification value. In step 4, data
with ground truth is used to evaluate the classification per-
formance.

3. DATA SETS AND EVALUATION METRICS
In order to validate the proposed method, we test it using

two different social networks with their associated interac-
tion networks. The first data set (RG) is the research center
data set described in Section 1. The social network for the
research group [16], which is a Facebook social network, is
considered as the ground truth online social networks for its
members 2. All the networks of the first data set are undi-
rected. The second data set (LF ) is a law firm data set [14]
that contains an offline directed social network along with
the following two associated interaction networks based on
questionnaires:
• Advice G1: If a member A seeks an advice from another
B, then there is a directed link from A to B.

• Cowork G2: If a member A considers another member B
a co-worker, then there is a directed link from A to B.

The social network of the law firm data set in this article is
considered as the ground truth social network.
Table 1 shows network statistics of the networks of the data
sets used in this paper. These statistics include the number
of nodes n, the number of links m, the average clustering
coefficient cc(G), and the network’s density η.

In order to evaluate the prediction results, we present a
set of classical classification evaluation metrics used for eval-
uating the classification results of our experiment. For any
two nodes v and w, true-positive (TP) classification instance
means that there is a link e(v, w) between these two nodes
in the test set and the classifier succeeds in predicting this
link. true-negative (TN) instance means that there is no
link e(v, w) in the test set and the classifier predicts that
this link does not exist. On the other hand, false-negative
(FN) instance means that for a pair of nodes v and w there is

2This may sound contradicting to what we conjectured in
the introduction concerning the noise in social networks.
However, we contacted the owner of the data set and made
sure that there is neither false-positives nor false-negatives
in the Facebook network which is congruent with our ex-
periment. Additionally, this Facebook network is a closed
social network for certain known people where any member
knows the other members.
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Table 1: Data set statistics.

dataset Networks n m cc(Gi) η(Gi)

RG

SN Facebook 32 248 0.48 0.5
G1 Work 60 338 0.34 0.19
G2 Co-author 25 42 0.43 0.14
G3 Lunch 60 386 0.57 0.21
G4 Leisure 47 176 0.34 0.16

LF

SN Friends 69 339 0.43 0.07
G1 Co-work 71 726 0.41 0.15
G2 Advice 71 717 0.42 0.14

a link e(v, w) in the test set and the classifier tells that there
is no link. Similarly, false-positive (FP) instance means that
for a pair of nodes v and w there is no link e(v, w) in the
test set but the classifier predicts that there is a link.
Based on the previous basic metrics, we used the following
additional evaluation metrics:
Precision (P): is the number of true-positives to all posi-
tive classification.

P =
TP

TP + FP
(8)

Recall (R): is also called True positive rate or Sensitivity.

R =
TP

TP + FN
(9)

Accuracy (ACC): is the percentage of correctly classified
instances.

ACC =
TP + TN

TP + TN + FP + FN
(10)

F-measure (F): is the harmonic mean of precision and
recall.

F =
2.P .R

P +R
(11)

Area under Receiver Operating Characteristics curve
(AU − ROC): ROC [12] curve plots the true positive rate
against the false positive rate. The area under this curve re-
flects the goodness of the classifier and it is used to compare
multiple classifiers’ performance.

4. EXPERIMENT AND RESULTS

4.1 Ground truth
In order to validate the method and to provide a reliable

evaluation, it is important to use data with ground truth.
Let SN = (V,E) be the observed social network of interest
and let the ground truth GT = (V,E′) be a set of links on
the same set of actors. Thus, E′ − E contains the false-
negative links, i.e., links that exist in reality but were not
observed in the SN . Similarly, E − E′ contains the false-
positive links, i.e., those that do not exist in reality but were
observed in the SN . The goal now is to get a classification
result as close to GT as possible. That said, the more accu-
rate the machine learning classifier is, the more efficient our
link assessment method becomes. Thus, the classification
problem is employed for the link assessment problem.
Having the FDM constructed, we utilize it in a machine
learning problem ψ(FDM), which means that we use the
constructed FDM to train a machine learning classifier and,
then, to classify the links in the SN using the FDMSN test

set. To test the effectiveness of this method, a social network
with ground truth data will be assessed.

In order to validate the proposed solution, the following
experiment steps were performed:
1. Build the FDM : In this step, we implemented a software

that calculates the features described in Section 2.2 which
provide the FDMGi

for every network Gi of the associ-
ated interaction networks G, and also for the social net-
work of interest FDMSN , where SN is the ground truth.

2. Training and testing : Considering the research questions
described in Section 1, we train the classifier using dif-
ferent training sets depending on the goal of the exper-
iment. For assessing the links of the social network of
interest SN using a single network Gi ∈ G, the train-
ing set was FDMGi

and the test set was the FDMSN .
For assessing the links of the social network of interest
SN using the whole set of the associated interaction net-
works, the training set was FDMG and the test set was
the FDMSN . For assessing the links of the social net-
work of interest SN using the SN itself, we train and
test using the FDMSN with cross validation technique.

3. Evaluation: The evaluation metrics described in Section 3
were used to evaluate the classification results of the train-
ing sets.

The Weka [11] data mining and machine learning tool was
used for applying the classification. The implemented Lo-
gistic Regression(LR) classifier with ridge estimator [15] is
used with its default configurations. The LR classifier was
chosen because it shows satisfactory and stable prediction
performance for the data sets and later we will compare the
performance of different classifiers. In the following section,
the results and the discussion is presented to answer the
research question described in Section 1 by mapping each
research question to an experimental hypothesis.

4.2 Results

4.2.1 Assessing the SN using single interaction net-
work ψ(FDMGi

)

In order to answer RQ1 described in section 1, the follow-
ing hypothesis is being tested:
H1: Any single interaction network Gi ∈ G encompasses
sufficient structure to assess the links of the social network
SN .
To reject the null hypothesis of hypothesis H1, 100 random
graphs [7] with the same number of nodes, number of links,
and degree sequence as in the Gi were built and used to
assess the links in SN . The results are shown in Table 2.
It is clear from the table that any random network has no
sufficient structure to assess the links in the SN . On the
other hand, when the method was applied on the real data,
the assessment result were significantly high which supports
H1. In all cases, assessing the SN using single network pro-
vides a satisfactory performance in terms of the prediction
metrics. The only network that provided a relatively low
performance was the network G2, co-author network, of the
research group data set. The low f-measure compared to f-
measures of the other networks is due to the very low number
of edges in this network which contributes in an extremely
imbalanced FDM model to learn from. These results reveal
also a strong correlation between the interaction networks
and the social network. Thus, the answer to RQ1 is: Yes,
every interaction network Gi ∈ G encompasses sufficient in-
formation to assess the social network SN .
4.2.2 Assessing the SN using the set of interaction

networks ψ(FDMG)
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Table 2: Link assessment of the SN using single interaction networks G for both the real data and the corresponding random
networks.

Data Set Real Data Random Networks
P R F P R F

RG

ψ(FDMG1) =0.83 0.83 0.83 0.01 0.024 0.02
ψ(FDMG2) =0.78 0.44 0.43 ≈ 0 ≈ 0 ≈ 0
ψ(FDMG3) =0.83 0.84 0.84 0.02 0.036 0.03
ψ(FDMG4) =0.83 0.81 0.82 0.035 0.027 0.03

LF
ψ(FDMG1) =0.89 0.91 0.89 0.098 0.167 0.13
ψ(FDMG2) =0.84 0.91 0.87 0.08 0.14 0.1

Here, the results of assessing the SN from the set of all
associated interaction networks G is provided. To answer
RQ2, the following hypothesis is being tested:
H2: The links of the SN can be effectively assessed using
the FDM of the associated interaction networks.
Table 3 shows that the assessment results using the FDM
generated from all interaction networks is not only satisfac-
tory, but also better than the assessment results of the single
interaction networks. Thus, the answer to the RQ2 is: Yes,
using the whole set of the interaction networks provides a
better link assessment than using a single interaction net-
work.

Table 3: Link assessment of the SN using only the FDMG

and using only the FDMSN itself.

Data set FDMG FDMSN

P R F P R F
ψ(FDMRG) 0.84 0.84 0.84 0.82 0.83 0.82
ψ(FDMLF ) 0.89 0.90 0.90 0.84 0.87 0.85

Figure 3: (Color online) Different classifiers’ performance
for the research group data set link assessment.

4.2.3 Link assessment using the structure of the so-
cial network only

It is interesting to test whether the assessment of a so-
cial network SN can be performed using the SN itself or
not. Also, it is important to compare the assessment results
with the results obtained from assessing the SN using the
interaction networks. To that end, we have the following
hypothesis to address RQ3:
H3: Assessing the links in the SN using the interaction net-
works is better than assessing them using only the SN itself.
In order to validate this hypothesis, only the social network
SN was used for both training and testing. We used k-
fold-cross-validation, with k=10, to avoid overfitting. The

Figure 4: (Color online) Different classifiers’ performance
for the law firm data set link assessment.

results in Table 3 show that the assessment using multiple
interaction networks is slightly better than using the social
network only, which answers RQ3.

4.2.4 Comparing different classifiers performance

It is important to show that the results of our approach for
link assessment is classifier independent. Traditionally, AU-
ROC is used to compare classifiers’ performance. Table 4

Table 4: Classifiers benchmarking for link assessment using
the whole set of associated interaction networks

Data set Classifier Prediction performance
P R F ACC AU-ROC

RG

LR 0.834 0.86 0.834 83.47 0.85
NB 0.83 0.78 0.78 77.62 0.85
RF 0.79 0.79 0.79 79.032 0.79
ADT 0.8 0.798 0.8 79.84 0.77

LF

LR 0.84 0.915 0.874 91.5 0.84
NB 0.89 0.90 0.82 90.54 0.85
RF 0.89 0.91 0.89 91.7 0.83
ADT 0.89 0.92 0.89 91.67 0.79

shows a comparison of different classifiers performance of the
link assessment using the two data sets. It is clear from Ta-
ble 4 that Logistic Regression(LR) [15] provided a slightly
better performance compared to Random Forest(RF) [4],
Naive Bayes(NB) [13], and Alternating Decision Trees (ADT ) [8]
in terms of AU-ROC curve. Nevertheless, the Naive Bayes
and the Random forest provide comparable results with the
logistic regression. Figure 3 and Figure 4 show the classi-
fiers’ performance for the research group data set and the
law firm data set, respectively. From those figures, it is not
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easy to identify which classifier algorithm is better as the
learning curves are hard to distinguish. This indicates that
the proposed method provides a successful way for assess-
ing the links in the social networks regardless of the used
classifier.

4.3 Closing thoughts
Based on the results described and discussed above, it is

obvious that the proposed method is in position for assess-
ing the links of the social network of interest. The perfor-
mance when using a single network Gi ∈ G for assessing the
links of the SN indicates that there is a correlation between
this network and the social network. We think that this
correlation contributes in the link formation process of the
social network SN . Additionally, more links were assessed
correctly when using the whole set of the associated interac-
tion networks than using only the social network SN . This
also suggests that the external factors might contribute in
forming the structure of a social network. The used data
sets have a relatively medium number of nodes and links.
Real life social networks contain a larger number of nodes
and links which require more computational power for con-
structing the FDM. This challenge exists for all huge data
sets. Also, acquiring a social network with additional in-
teraction networks as well as a ground truth is not easy.
Therefore, only two data sets were studied in this paper, as
no others were available.

5. CONCLUSION
In this paper, we have addressed the link assessment prob-

lem in social networks to identify and eliminate the noisy
links in these networks using a set of associated interaction
networks that come with the social network. These associ-
ated networks were used to build a feature data model to
represent each network. Then, the feature data model is
used in machine learning classifier to assess the links in the
social network. Two data sets were used to test the proposed
method, and the results showed that it is possible to assess
the links in a social network using any network in the asso-
ciated interaction networks. Also, the results revealed that
the assessment using the interaction networks is slightly bet-
ter than the assessment using the social network itself, which
suggest the existence of a correlation between the associated
interaction networks and the formation process within the
social network.
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