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ABSTRACT
Scholarly documents contain multiple figures representing
experimental findings. These figures are generated from
data which is not reported anywhere else in the paper. We
propose a modular architecture for analyzing such figures.
Our architecture consists of the following modules: 1. An ex-
tractor for figures and associated metadata (figure captions
and mentions) from PDF documents; 2. A Search engine on
the extracted figures and metadata; 3. An image processing
module for automated data extraction from the figures and
4. A natural language processing module to understand the
semantics of the figure. We discuss the challenges in each
step, report an extractor algorithm to extract vector graph-
ics from scholarly documents and a classification algorithm
for figures. Our extractor algorithm improves the state of
the art by more than 10% and the classification process is
very scalable, yet achieves 85% accuracy. We also describe
a semi-automatic system for data extraction from figures
which is integrated with our search engine to improve user
experience.

1. INTRODUCTION
Most scholarly documents contain multiple figures such

as line graphs, scatter plots, bar graphs etc. Even though
they are rich resources of information, they have not received
much attention yet[3]. We propose a complete architecture
for analyzing these figures. Specifically, we are interested in
following problems:

1. Can we extract figures and associated metadata (figure
captions, mentions) from documents accurately?

2. Can we use the extracted figures and metadata to build
a better scholarly information retrieval system?

3. Can we process the figures to understand their types?
What are the specific challenges in automated data ex-
traction from such figures?
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4. Given the figure data and metadata, can we understand
the intended message of the figure?

The architecture is shown in figure 1. The input to the
system is a born digital (non-scanned) PDF document. The
document analysis module extracts the figures and associ-
ated metadata from the input PDF (see section 3). Output
of the document analysis module is used by two other mod-
ules: 1. Search engine module (section 5) and 2. Image
processing module (section 4).

Our search engine module is built on the captions and
mentions extracted from chemistry journal articles and has
been reported earlier in[6]. Here, we describe a web-based,
semi-automatic system for data extraction from figures, which
is integrated with the search engine to improve the user ex-
perience.

Input to the image processing module is a [figure,metadata]
tuple, and output is a [figure-data, metadata] tuple. Many
figures in scholarly documents represent experimental data
that cannot be found in the text of the document. Auto-
matic extraction of that data can be of huge significance.
Naturally, it is a hard problem. But, more importantly, a
fully automatic system should first identify the figure type
(i.e., whether the figure is a scatter plot or line graph) be-
cause the data extraction algorithm would depend on that.
Also, in some cases, segmentation of images before classifi-
cation might be necessary.

Currently, we are only interested in a binary classification
problem, where we classify each image as of a line graph or
not. Our interest in line graphs stems from two facts: 1.
Line graphs are abundant in scholarly papers, and 2. They
mostly represent experimental data. We describe our work
on segmentation and classification of figures in section 4.
Our current research focus is improving the image processing
module to perform fully automatic data extraction from line
graphs and we discuss the challenges here. In the future,
we can incorporate other types of figures (bar graphs and
scatter plots) in the architecture.

In the natural language processing module we plan to gen-
erate a machine readable representation of scholarly figures.
Previously, researchers in the linguistic community have an-
alyzed bar charts and line graphs from the Web to under-
stand their intended meaning[4]. For example, most line
graphs containing multiple curves intend to show that cer-
tain experimental methods (algorithms, technique) perform
better than the other baselines. To understand that seman-
tics, we need to understand the data from which the figure
was generated. Therefore, the natural language processing
module in our architecture is designed to use the data ex-
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Figure 1: Architecture of our system.

tracted by the previous modules. Apart from the extracted
data, we need to analyze the caption and mention to iden-
tify the entities, their coreference and relations. Most pre-
vious works in this domain have analyzed figures collected
from the Web. Those figures can be analyzed without do-
main knowledge, whereas, scholarly figures require domain
expertise. This makes our problem considerably harder than
previous works.

2. RELATED WORK
Figures are embedded in PDF documents in raster (PNG,

JPEG) or vector formats (SVG, EPS). Typically, raster im-
ages are embedded in PDF as separate content streams (XOb-
jects). Therefore, it is easy for a PDF parser to extract
raster images. However, it is hard to extract vector graph-
ics. In a PDF document, graphics and textual elements
are often interleaved in the content stream. An image writ-
ten in vector format can also contain raster graphics ele-
ments. Researchers have approached this problem in two
ways: 1. Graphics paths in a PDF are combined heuristi-
cally to produce image regions, and 2. PDF pages are con-
verted into images and segmented into text/graphics regions
using segmentation algorithms. Raster and vector graphics
are treated differently in the first approach, but not in the
second approach. This approach was more suitable for us
as it did not involve heuristics; also, the bitmap and vector
graphics in PDFs could be extracted uniformly as bitmap
images, removing the need for a post processing step involv-
ing vector to raster conversion.

Document page image segmentation is an active research
area since 1980[10] with several approaches proposed till
date. Among them, the multi-resolution morphology based
approach has several benefits[2] and is implemented in a
popular image processing software called Leptonica 1. In
this approach, a halftone mask is created through a set of
morphological operations, and this mask is applied on the
original image to extract graphics regions. Chao et al.’s work
did not specifically mention which segmentation algorithm
they use, therefore, we used Leptonica for our text/graphics
region segmentation. Our contribution is to improve the
segmentation accuracy of Leptonica using machine learning
techniques.

There has been previous work on classifying figures. Some
previous works focused on 2D/non 2D plot binary classifi-
cation[1] and some addressed multi class classification (line

1http://www.leptonica.com/

graph, bar graph, scatter plot etc)[12]. A recent work by
Savva et al.[12] showed that unsupervised feature learning
can produce better results than complicated feature engi-
neering[11]. Our classifier is even simpler and scalable yet
achieves 85% accuracy on a binary classification task.

3. DOCUMENT ANALYSIS
This section describes our document analysis module. In-

put to this module is a born digital PDF document. This
PDF document is analyzed to extract figures and associated
metadata (figure caption, mention).

3.1 Extraction of Figures: Generic Approach
We follow Chao et al.’s approach[5] for extraction of fig-

ures from PDF documents, where document pages are con-
verted into images and processed through an image segmen-
tation algorithm to identify text and graphics regions. We
improve previous work by two important modifications: 1.
Pre-processing of the document and 2. Grouping the out-
put of the image segmentation algorithm. Our approach is
explained below.

1. Removal of text: In PDF documents, text is usually
written using the text painting operator“Tj;” therefore, it
can be easily identified in PDF content stream. As a pre-
processing step, our system removes all text characters
from the input PDF document.

2. Conversion of document to page images: Using Im-
ageMagick2, our system converts each page in the PDF
document to images.

3. Using image segmentation to find bounding boxes
of graphics regions: Each page image obtained in the
previous step is processed through Leptonica3 to obtain
graphics regions.

4. Improving image segmentation accuracy: The out-
put of Leptonica is analyzed to examine whether or not
the segmentation accuracy could be improved.

Though we use Leptonica, other page segmentation ap-
proaches, such as recursive X-Y cut[10], can be used within
our framework. Most page segmentation algorithms fail
when the text and image regions do not have significantly
different pixel densities[2]. Fortunately, our pre-processing
step solves this problem.
2http://www.imagemagick.org/
3http://www.leptonica.com/
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3.2 Improving Text/Graphics Segmentation

3.2.1 Problem Description and Dataset
When page images are processed through Leptonica, a set

of bounding boxes are produced. If the output is only one
bounding box, there is no need to process the output further.
When there are multiple bounding boxes, there can be two
cases:

• Each bounding box corresponds to a unique graphics re-
gion. This can happen when there are multiple figures on
the page, and Leptonica correctly identifies each of them
separately. See figure 2a for an example. We do not need
to process these outputs further.

• For a single graphics region, multiple bounding boxes are
generated by Leptonica. See figure 2b for an example. In
this case, the output needs to processed further to produce
actual graphics regions.

In the second case, actual number of graphics regions in a
page need to be determined before combining the bound-
ing boxes. Fortunately, most figures in scholarly documents
contain a caption. Number of graphics regions (which is
same as number of figures) can be determined using simple
regular expressions.

To test our hypothesis, we randomly sampled 100 born
digital PDF documents from CiteSeerX repository4, and re-
moved text from them. We split these pre-processed docu-
ments into pages and converted them into images, yielding
approximately 1800 page images. We randomly sampled 300
page images from this dataset.

3.2.2 A K-means Based Approach
We used a simple variant of K-means technique to group

the bounding boxes. For each page image, we had N 4-
dimensional data points (co-ordinates of the bounding boxes),
which had to be grouped in K clusters (K ≤ N). K-means
aims to partition N observations into K sets (K ≤ N) to
minimize the within-cluster distance:
arg min

S

∑k
i=1

∑
xj∈Si

Distance(xj − µi)

where µi is the mean of points in Si, and Distance(xj −µi)
measures the distance between data points and mean of the
cluster.

It is easy to see that N data points can be divided into K
exclusive partitions in

(
N−1
K−1

)
ways. For large N and K, it is

computationally infeasible to enumerate all possible combi-
nations. Therefore, implementations of K-means technique
use Lloyd’s algorithm, which is a greedy way to reach a
local minimum. Apart from the local minimum problem,
Lloyd’s algorithm suffers from two important drawbacks:
1. It is heavily dependent on the choice of initial K data
points and 2. The algorithm is guaranteed to converge
only when the distance function is Euclidean distance, i.e.
Distance(xj − µi) = ‖xj − µi‖

2.
However, a complete enumeration is guaranteed to reach

the global minimum and should not depend on any other
parameter. In our case, both N and K would be very small
(largest N=50 and largest K=6 in our dataset); so, enu-
merating all possible cases was quite feasible. Also, this
gave us opportunity to experiment with multiple distance
functions. For a particular configuration (a partition of N

4http://citeseerx.ist.psu.edu

points in K clusters), distance-value(configuration) is the
sum of intra-cluster distances. We experimented with six
distance functions: 1. Euclidean-center: Sum of Eu-
clidean distance between central points of bounding boxes
in a cluster and the cluster center. 2. Euclidean-pairwise:
Sum of pairwise Euclidean distance between central points
of bounding boxes in a cluster center. 3. Manhattan-
center: Sum of Manhattan (taxicab) distance between cen-
tral points of bounding boxes in a cluster and the cluster cen-
ter. 4. Manhattan-pairwise: Sum of pairwise Manhattan
distance between central points of bounding boxes in a clus-
ter center. 5. Rectangular-Manhattan-center: Sum of
Manhattan distance between bounding boxes in a cluster
and the cluster center. and 6. Rectangular-Manhattan-
pairwise: Sum of pairwise Manhattan distance between
bounding boxes in a cluster center.

We evaluated the clustering quality by average adjusted
rand index (ARI) value. Table 1 shows the ARI values for
different distance functions. An ARI value of 1 denotes a
perfect clustering implying all figures in that page have been
extracted perfectly. Euclidean-center, i.e., sum of euclidean
distance between central points of bounding boxes in a clus-
ter and the cluster center clearly outperforms others.

Distance func-
tion

Average ARI
value

Number of per-
fect clusterings

Euclidean-center 0.80 29
Euclidean-
pairwise

0.63 19

Manhattan-
center

0.63 19

Manhattan-
pairwise

0.63 21

Rectangular-
Manhattan-
center

0.52 15

Rectangular-
Manhattan-
pairwise

0.52 15

Table 1: Results for clustering of bounding boxes for differ-
ent distance functions.

3.2.3 Results and Discussions
Among our 300 page images, 230 contained figures and

captions. Following Chao et al.[5]’s approach, we got 110
correct results. Among the 120 errors (cases where the page
contained a single figure and the output contained multiple
boxes), 71 were corrected just by analyzing the output files.
This amounts to an improvement of nearly 32% over the
earlier work. The other 49 page images contained multiple
figures, and in 42 of them, there was at least one figure for
which multiple bounding boxes were produced. A further
improvement of nearly 10% was achieved by our clustering
algorithm (in the 29 cases where the clustering was perfect).

We measure the segmentation accuracy in the page level,
i.e. a segmentation is considered a failure when all figures in
the page are not identified correctly. Therefore, our results
are conservative. Another common measure for segmenta-
tion accuracy is pixel-level accuracy[2], where each pixel is
classified as either an element of a graphics region or not.
This measure suffers from the problem that the boundary
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(a) An example where the image segmentation algo-
rithm produces graphics regions correctly.

(b) An example where the image segmentation al-
gorithm does not produce graphics regions correctly.
Each green region is an output produced by Leptonica.
The bounding boxes need to be grouped to produce the
final graphics region.

Figure 2: Example outputs from Leptonica.

pixels of graphic regions are given the same importance as
the inside pixels. We are in the process of developing a bet-
ter accuracy measure and gold standard data.

3.3 Extraction of Figure Metadata and Match-
ing

Once the figure and its location in the page are extracted,
we are left with two tasks: 1. Figure metadata (caption and
mention) extraction, and 2. Matching figures with extracted
metadata. In our previous works[6], we have described two
approaches for these problems. It is easy to find locations
of a text line in a PDF page. Therefore, matching a figure
with a caption is not very hard. We observed, in most cases,
the caption followed the figure.

4. IMAGE PROCESSING MODULE
Input to this module is a [image,metadata] tuple that can

be analyzed to extract data from the figure. For example, a
curve in a line graph is generated from a set of data points
(x,f(x)). Reverse engineering the process is naturally hard.
But, before the data extraction, two important sub-problems
need to solved. The image might contain multiple figures
that have to be separated. We use recursive X-Y cut algo-
rithm[10] to retrieve these sub-figures. Horizontal and ver-
tical profiles of a binarized image is created by summing up
the foreground pixels in X and Y direction. Then the image
is segmented in the first “valley” location where the profile
has a zero value. This process is repeated until there is no
such valley. For each sub-figure, we also need to understand
its type and in the next section 4.1 we propose a scalable
algorithm for that.

4.1 Image Classification
As we are interested in data extraction from line graphs,

we developed a binary classifier to determine whether or
not an image is a line graph. Though there has been con-
siderable work on this problem, most of the earlier methods
involve complicated feature engineering. Recent progress in
unsupervised feature learning motivates simpler feature de-
signs.

Dataset: We randomly selected 478 images from 90,000
images extracted by our extractor and manually labeled

them as a line graph or not. We divided the whole dataset
into training (424 images) and test (54 images). We tuned
the parameters of our model on the training dataset through
5-fold cross validation, and finally trained the model on the
whole training data.

4.1.1 Feature Extraction
We followed the feature extraction process from Coates

et al.[7] and Savva et al.[12] with necessary modifications.
First, we scaled each image in our dataset to a dimension
of 128x128 and converted them into binary images. We
extracted patches of size 4x4 (a contiguous set of pixels)
from each image. Our goal was to keep the patch dimen-
sion as small as possible, and, at the same time, keep the
total number of patches reasonable. From an image of di-
mension 128x128, there are up to 1024 patches of 4x4 sizes,
which was a reasonable number for our next step. From the
1024 patches extracted in the previous step, we selected N
patches randomly. After experimenting with N=50,100,150
and 200, the value of N was determined to be 100 (see sec-
tion 4.1.2). We represented each patch as a 16 (4x4) dimen-
sional feature vector and performed K-means clustering to
get K cluster centers. After experimenting with K=5, 10
and 15, the value of K was determined to be 5. After the
feature extraction step, each image was represented as an
80 dimensional feature vector by concatenating five cluster
centers of dimension 16 together.

4.1.2 Experiments and Results
We used a linear kernel SVM as our classifier to determine

the value of N (number of patches) and K (number of clus-
ter centers). We experimented with four popular discrimi-
native models: LDA, QDA, linear kernel SVM and Random
forest with 100 decision trees. From fivefold cross valida-
tion results on our training data, it was clear that SVM
outperformed other classifiers in almost all evaluation met-
ric, and QDA was not suitable at all. Therefore, in further
experiments, we considered the linear kernel SVM as our
classifier. Neither using SVM with other kernels (such as
rbf), nor increasing number of decision trees in random for-
est, did improve classification accuracy. Further, using PCA
and cross-validation, we discovered that ten was the optimal
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number of dimension for our dataset. Finally, the linear ker-
nel SVM with ten principal components was trained on the
entire training data, and the evaluation results for test data
are reported in 2. As can be seen, the test accuracy is 0.85,
which is comparable to a similar work by Browuer et al[1].

Actual Classes
Positive Negative Total

Predicted Classes
Positive 25 6 31
Negative 2 21 23

Total 27 27 54

Table 2: Confusion matrix on test data. Accuracy is 85%.

4.2 Analysis of Line Graphs for Data Extrac-
tion

A line graph is a 2D plot with two axes and single or
multiple curves in the plotting region. The generic approach
for data extraction from such graphs consists of following
steps: 1. Identification of axes; 2. Extraction of axes values
and 3. Extraction of legend text and associating the curves
with the legends. There has been work on text extraction[8]
and curve reconstruction[9] indicating that the sub-problems
have been explored before, still, no complete algorithm exists
for reliable and scalable data extraction.

We have analyzed more than 300 line graphs sampled from
a collection of 10,000 computer science papers published in
top fifty conferences over a span of 2004 to 2014. Our anal-
ysis indicates that two main challenges in this problem are:
1. Curve reconstruction i.e. assigning each point in the plot
region to one of the curves and 2. Curve-legend association
i.e. assigning each curve to a legend text. It is very hard
to solve them for monochrome plots where curves are plot-
ted with black pixels and distinguished by markers or other
patterns (see figure 4). The problem is naturally easier for
color plots where curves can be distinguished by their color.

52% of plots in our dataset are color plots, i.e. curves
are not plotted with only black/ gray pixels. Obviously, a
color plot doesn’t automatically imply that each curve is
plotted with a separate color. However, for most of these
plots (89%) that is the case. We identified two other chal-
lenges: 1. Overlapping curves (see figure 3) and 2. Non
ideal plotting region.

When curves overlap, some foreground pixels might have
a color which is a combination of colors from multiple curves.
Identifying these base colors is the focus of our ongoing work.
Another problem rises from the variation in plotting styles.
Ideally, a plotting region should contain only two compo-
nents: 1. Curves and 2. A legend region. However, that is
often not the case. Only 58% of the plots in our dataset had
an ideal plotting region. We observed that there are four
main reasons for plots being “non ideal”: 1. The plotting
region had a grid structure (as in figure 4): 87%; 2. Legend
region was not present (15%) or not in the plotting region
(13%); 3. There are text/ graphic elements in the plotting
region which are neither legend nor curve (15%) and 4. Plot-
ting region background is non white (10%). Note that these
characteristics are not exclusive, i.e. there are non ideal
plotting regions which have a grid structure as well as the
legend region is not inside the plotting region. In conclu-
sion, if the grid structures can be removed from the plotting
region, most non ideal plots would become ideal.

Figure 3: A color plot with overlapping curves.

Figure 4: A monochrome plot where the curves can only be
separated by their patterns.

To summarize, it is hard to extract data even from color
line graphs. But the existing algorithms can be used after
following features are incorporated: 1. Removing the “grid”
structures from the plotting region and 2. Finding the base
colors for pixels where the curves overlap. This analysis is
presented to motivate further discussion in this area. Anal-
ysis of monochrome line graphs is one of our future works.

5. SEARCH ENGINE WITH SEMI AUTO-
MATIC DATA EXTRACTION MODULE

Our search engine allows users to search on more than
90,000 figure captions and mentions extracted from chem-
istry journal articles published by the Royal Society of Chem-
istry. The search results page provides a list of ranked results
(all figures found relevant by our system). Each item in the
list corresponds to a link that leads users to a page that
shows the figure, caption and mention.

Our system provides two benefits over existing digital li-
braries, where the users can search on the figure metadata by
appending the term “figure” with the search query. Firstly,
the user can download the figure for further analysis. Sec-
ondly, we have integrated a web based system to facilitate
data extraction from the figures. A typical use scenario is the
user searches for a query term and follows the link from the
SERP to the figure description page, and, if interested, fol-
lows a link from there to the data extraction page (see figure
5). The system is a modified version of a publicly available
software called WebPlotDigitizer 5. For 2D graphs, the sys-
tem takes the following inputs from the user: beginning and
ending points of X and Y axes (by recording mouse clicks),

5http://arohatgi.info/WebPlotDigitizer/
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Figure 5: Landing page in the data extraction process.

Figure 6: Guiding users in data extraction process. The red
line helps to remember the x value for which the user want
to extract the y values for different curves.

axis scales (linear/logarithmic) and limiting data values in
X and Y axis. If the curves in the image are plotted using
separate colors, it is easy to identify them. Binary/grayscale
images pose greater challenges. For each point clicked on a
curve, we return the actual data value for that point (cal-
culated from the axes locations and their data range). We
assume that for line graphs, the user is interested in knowing
different Y-values that correspond to different curves for a
particular X-value. It might be difficult for the user to click
on different (x,y) points on the curves where the x value is
same. The system guides the user in that process (see figure
6).

6. CONCLUSIONS AND FUTURE WORK
To the best of our knowledge, we are the first to propose

a complete architecture for analysis of figures in scholarly
documents. Our architecture contains multiple modules for
different tasks. In this paper, we report our work on three
modules of our architecture. We report a novel method for
extraction of graphics from PDF documents, a simple but
effective classifier for extracted figures, and a search engine
built using our extractor. Apart from improving our current
work on figure extraction, our work in the immediate future
involves developing metadata formats for different types of
figures, and developing algorithms for fully automatic data
extraction from different types of figures. In the future, we
plan to use the extracted data and metadata to create a
natural language summary of the figures.
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