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ABSTRACT
The explosion of Web 2.0 platforms including social net-
working sites such as Twitter, blogs and wikis affects all
web users: scholars included. As a result, there is a need for
a comprehensive approach to gain a broader understanding
and timely signals of scientific communication as well as how
researchers interact on the social web. Most current work
in this area deals with either a low number of researchers
and heavily relies on manual annotation or large-scale analy-
sis without deep understanding of the underlying researcher
population. In this proposal, we present a holistic approach
to solve these problems. This research proposes novel meth-
ods to collect, filter, analyze and make sense of scholars and
scholarly communication by integrating heterogeneous data
sources from fast social media streams as well as the aca-
demic web. Applying reproducible research, contributing
applications and data sets, the thesis proposal strives to add
value by mining the social web for social good.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Information filtering ; H.2.8 [Database
Management]: Database Applications—Data mining

Keywords
Scholars; Scientific Content; Altmetrics; Social Web

1. PROBLEM
More and more researchers are using social media to con-

nect with other researchers, to disseminate their research
work and to keep up to date with the latest work in their re-
search. The explosion of scientific publications coupled with
new forms of interaction on the social web such as Twit-
ter, blog posts, etc. pose several challenges to filter relevant
scientific content, identify experts and measure impact.
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Expert Finding.
Discovering experts across different areas of science, and

even between fields of research within a discipline is not easy,
e.g., young PhDs who are interested to follow the feeds of
experts in a specific area do so manually. This requires the
identification of researchers on the social web by combining
heterogeneous data sources such as: Twitter, Wikipedia,
digital libraries and blogs. The main challenge is disam-
biguating and linking entities across different sources.

Filtering Scientific Content.
Traditionally, peer-review has served to filter scientifically

sound works from those that are not. With the increas-
ing participation of researchers posting scientific content on
social media streams, automated methods that serve peer-
review like mechanisms are viable to filter scientific content.
If we take a blog post or a tweet, the core challenges are:
defining scientifically relevant content and building scalable
methods to filter those scientific from non-scientific.

Measuring Public Attention and Impact.
With the increasing adoption of the social web by re-

searchers as a means to disseminate their scientific discover-
ies, share important links, etc., there is a need for a broader,
more comprehensive and timely approach to study the in-
teraction among researchers and measure the attention and
impact of their work beyond the traditional citation meth-
ods. The challenge is how to build models for drawing ac-
curate conclusions about data gathered from heterogeneous
sources.

Personalized Recommendation and Ranking.
Even after filtering experts and science related content

from noise, the sheer amount makes it difficult on which
essential users or content to focus. The problem is how
to build recommender systems that consider the changing
focus, level of expertise and interest to recommend diverse
and relevant content and users.

The expected contributions of this proposal include:

• methods for profile linking and benchmark data sets
about researchers on the social web

• automated methods for filtering, tracking and ranking
scientific content on the social web

• a system that integrates the social web and the aca-
demic web to feature a directory of researchers, trend-
ing articles and personalized recommendations.

499



2. STATE OF THE ART
In this section we survey the state-of-the-art in (i) entity

disambiguation and linking (ii) making sense of social media
and (iii) altmetrics that are the foundations for our work.

2.1 Named Entity Linking
Entities across different sources on the Web are difficult

to track because an entity can be referred to by different
strings, and the same string may be used to refer to mul-
tiple entities. Consider the name of a researcher e.g., Gre-
gory Piatetsky on Twitter and Gregory Piatetsky-Shapiro
on DBLP refer to the same person - an expert in data min-
ing. This makes it difficult to study researchers across differ-
ent sources without first linking them. Named Entity Link-
ing (NEL) is the task of resolving named entity mentions
in news documents, blog posts, tweets, queries etc. to en-
tries in a knowledge base (KB), e.g., Wikipedia,1 DBpedia,2

YAGO,3 Freebase4 etc.
An exhaustive and detailed survey of entity linking sys-

tems is given in [19]. Here we mention works that are di-
rectly relevant for our research. Milne and Witten [12] used
Wikipedia to identify significant terms in an unstructured
text and link them to their corresponding Wikipedia articles.
They start with unambiguous Wikipedia senses and compare
each possible sense with its relatedness to the context sense
candidates. In [13] Pilz et al. derive topics using Latent
Dirichlet Allocation (LDA) to compare the entity mention’s
context with candidate entities in Wikipedia represented by
their respective articles. Instead of linking name mentions
in a document by assuming them to be independent, Han et
al. [10] perform graph based collective entity linking where
the name mentions in the same document are linked jointly
by exploiting the interdependence between them. A com-
parison of three seminal named entity linking systems was
performed by Hachey et al. [8]. They found that most NEL
systems differ in their candidate entity search strategies in-
stead of where most systems in the literature focus which is
candidate ranking.

The main drawback of these approaches is that they are
targeted at linking entities to a general KB and need to be
adapted to work well for linking (i) researcher profiles and
(ii) scientific articles across different sources.

2.2 Making Sense of Social Media
Social media streams such as Twitter are ideal for captur-

ing real-time reactions to every day communication. Twitter
has been used for studying a wide range of applications in-
cluding: politics [2], economy [1], health and well being [16]
and romantic relationships [4]. In this proposal, we argue
that we can leverage social media for science.

At their core, these applications depend on making sense
of these short 140 character posts. However, standard NLP
tools that perform very well on edited content such as news
corpora degrade in performance when applied to short posts
such as tweets. Ritter et al. [15] used LabeledLDA to exploit
Freebase dictionaries to build a tool for POS tagging, chunk-
ing and named entity recognition on Twitter. Similarly in [5]
Gimpel et al. developed a POS tagger for Twitter. They

1http://www.wikipedia.org
2http://dbpedia.org
3www.mpi-inf.mpg.de/yago-naga/yago
4https://www.freebase.com

developed tagsets that are tailored for Twitter, annotated
1,827 tweets, engineered features including regular expres-
sion style rules to detect mentions, hashtags and URLs and
built a POS tagger in a supervised machine learning scheme
using conditional random fields.

2.3 Altmetrics
The explosion of scientific publications implies we can no

longer rely on traditional filters such as peer-review and ci-
tation counts alone. However, the emergence of researchers
embracing the social web allows us to look into new ways to
filter and track attention of scientific content. These altmet-
rics5 reflect broader and timely impact of scientific communi-
cation. There have been previous works comparing citation
and article mentions on Wikipedia, blogs and Twitter.

Samoilenko et al. [17] studied whether having a presence in
Wikipedia correlates with higher academic ranking as mea-
sured by citation counts. They examined 400 biographical
Wikipedia articles on academics from four scientific fields
and found no statistically significant correlation between
Wikipedia articles metrics and academic notability. Sim-
ilarly, Shuai et al. [20] investigated if scholarly references
and mentions on Wikipedia correlate to scholarly citation.
Contrary to [17], they found that academic and Wikipedia
impact are positively correlated. In [18] Shema et al. inves-
tigated ResearchBlogging.org6 to investigate whether arti-
cles receiving blog citations close to their publication time
receive more journal citations later than the articles in the
same journal published in the same year that did not receive
such blog citations. They found that blog citations can be
used as alternative metric source. Eysenbach [3] explored
how a citation in a tweet, mentioning a journal article URL,
compares to citations in peer-reviewed articles. He found
that these metrics are correlated and tweets can predict
highly cited articles. Similarly in [14] Priem et al. studied
the use of social media to explore scholarly impact. Among
others, they found that altmetrics and citations track differ-
ent but related forms of impact.

The main limitations of the current studies are: (i) lack
of shared data sets and hence conflicting results and (ii)
comparing citation against Wikipedia, blogs or Twitter and
not investigating how these signals complement each other.

3. PROPOSED APPROACH
Here we outline a holistic approach to study scholarly

communication on the social web. Our general framework
shown in Figure 1 consists of four components: (i) linking
researcher profiles, (ii) filtering scientific content, (iii) mea-
suring public attention and impact and (iv) ranking and
recommendation of scholars and scientific content.

3.1 Linking Researcher Profiles
Problem Statement: Given two facets of researchers: the

publishing record from digital libraries such as DBLP on
the one hand and their social media use, for instance, on
Twitter, on the other, the task is to link profiles representing
the same person.

Proposed Solution: Reza Zafarani and Huan Liu [25] pro-
vide a methodology for mapping users across several social
media sites. They formalize the user linking problem as fol-

5http://altmetrics.org/manifesto/
6http://researchblogging.org/
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Figure 1: Pipeline of proposed approach.

lows. Given a set of n user names U = {u1, u2, . . . , un},
which is possibly a set of names, representing an individual
I in one system and a candidate user name c on another
platform. A user identification procedure attempts to learn
an identification function f(. . .) such that

f(U, c) =

{
1 : If c and the set U belong to I;

0 : Otherwise;
(1)

E.g., in equation 1, U may represent the publication records
of a researcher under possibly multiple names. They con-
struct behavioral features from user names only in a super-
vised scheme to connect identities. Goga et al. [6] exploit
geo-location, time stamp and writing style of posts to link
user accounts across social media sites Yelp, Flickr and Twit-
ter. Tang et al. [21] tackled the the problem of researcher
profiling using a unified approach to extract profile informa-
tion such as homepages, affiliation, address, emails, publica-
tions etc. from the Web. They used a supervised approach
using Conditional Random Fields (CRF) to identify home-
pages. Finally, to integrate publications from the existing
bibliography data sets, they used a constraints-based prob-
abilistic model to name disambiguation. We build on these
previous approaches and extend them in the following two
important ways: (i) We recognize names are the strongest
indicators of a match; however, unlike in [25], we leverage
additional features derived by analyzing content such as lan-
guage and expertise, e.g., conferences they mention. (ii) We
relate structural similarities across networks. We hypoth-
esize that researchers that co-author or attend conferences
together are more likely to follow, retweet and mention each
other. We can combine these features in a machine learning
framework to build the identification function f(. . .).

3.2 Filtering Scientific Content
Problem Statement: How can we identify scientifically rel-

evant content on the social web?
Proposed Solution: Weller et al. [23] list several aspects

that describe a scientific tweet: (i) having scientific content
or linking to a peer-reviewed scientific article on the web, (ii)
any tweet published by a scientist or (iii) a tweet containing
science-related hashtags. We build on this intuition and pro-
pose a model that aggregates these different aspects. Many
unsupervised approaches use pattern matching approaches
that do not require labeled examples. They rely on match-
ing certain keywords, hashtags and tuning parameters to
classify a tweet as scientific or not. The actual challenge is
how to gather science related keywords and hashtags. Us-

ing domain knowledge to curate such lists is very expensive
and not scalable. One way to build an academic lexicon
is to gather terminologies from abstracts of papers in the
domain of interest. Another approach is to look into co-
occurrence patterns. In [2] the authors start from a small
seed of hashtags and gather more of them by looking into
other hashtags that co-occur with them. In our case, we
can start from, e.g., conference hashtags, and use a simi-
lar approach to gather more science related keywords and
hashtags. Automatically telling whether a link points to a
scientific resource (e.g., scientific blog, peer-reviewed article)
on the web can be treated as a classification problem. In [7]
Gollapolli et al. used some URL patterns such as the URL
domain, existence of tilde character and so on as features to
build a classifier for researcher homepage classification. Be-
sides using such features, we propose to build a predefined
list of web pages (e.g., digital libraries, slide sharing websites
and so on), from which we can perform pattern matching.
Finally we can aggregate the signals derived from the previ-
ous approaches to build a robust model to identify scientific
tweets. This avoids a selection bias which is commonly the
case when we take, for instance, only tweets containing cer-
tain hashtags, keywords or URL patterns.

3.3 Measuring Public Attention and Impact
Problem Statement: How can we track and measure the

public attention and impact of scientific content at scale?
Proposed Solution: Ultimately, scientific discoveries should

reach the public. Social media opens up this opportunity.
In the same way, public attention can serve as a feedback to
complement traditional impact measures. Previous studies
have looked into how citation correlates with Wikipedia [17,
20], blog [18] and Twitter [3] mentions. In particular Priem
et al. [14] used multiple social media as sources to assess
impact of scholarly impact. We build on these works and
propose to extend them in the following key aspects. First,
by dealing with more researchers and additional conferences
and journals. This requires building robust automatic meth-
ods of identifying and linking scientific content across social
media streams as we pointed out in the previous sub sec-
tion 3.2. Second, integrating these signals to have a more
holistic view of the impact of scientific content taking into
account (i) the user reputation, e.g., a computer scientist
sharing a link to an article should weigh more than a con-
ference bot sharing the same link and (ii) the weight given to
the sources for article mentions, e.g., a link from Wikipedia
should weigh more than a link from a personal blog post or
a tweet.
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3.4 Ranking and Recommendation
Problem Statement: How can we leverage signals from the

social web to recommend scientific content (blogs, tweets,
articles) and scholars?

Proposed Solution: Having a better understanding of the
underlying researcher population and a mechanism to iden-
tify scientific content from the previous tasks, we are equipped
to tackle interesting challenges for recommending scholars
and scholarly content. Kywe et al. [11] provide a compre-
hensive survey of recommendation systems in Twitter. They
provide a taxonomy of several recommendations such as (i)
followee recommendation: who to follow? (ii) tweet recom-
mendation: what to tweet about? What URL, hashtag to
include in a tweet and (iii) mention and retweet recommen-
dations. Wang and Blei [22] use a collaborative topic re-
gression model, a combination of collaborative filtering and
probabilistic topic modeling, to recommend scientific arti-
cles. In [24] Younus et al. use tweets within a topic model-
ing framework to recommend scientific articles. We propose
to build user models for researchers in terms of their stage
and hierarchy, e.g., academia (PhD student, postdoc, profes-
sor) or industry (researcher, senior scientist) and their area
of expertise through their publications. We can model the
user-to-user relationship among researchers, leveraging their
academic relationships such as the co-authorship, citation
network and their affiliation besides the Twitter generated
interactions. Finally, we plan to implement automatic meth-
ods for peer-review-like mechanisms to rank scientific con-
tent and scholars by taking into account what articles and
researchers get retweeted, favorited and so on by the identi-
fied researchers and their research communities in contrast
to counts based on the crowd.

4. METHODOLOGY
In this section we describe the methodology and experi-

mental design for the proposed research.

4.1 Data sets
The proposed research requires the integration of hetero-

geneous data sources mainly from: social media data partic-
ularly Twitter and the academic web including digital bib-
liographic resources such as DBLP,7 arxiv.org,8 PubMed9

etc. We have been collecting Twitter data from the one per-
cent public stream10 which returns a small random sample
of all public statuses since January 2013. Besides the pub-
lic stream, we have a focused crawler of computer scientists
that were identified in [9]. Finally, we have snapshots of
university websites from Germany - the German academic
web and a subset of the Internet Archive data on the Web
about Germany.

4.2 Evaluation
Linking Researcher Profile Ideally, we would like to build

a validation data set by asking researchers themselves. For
this purpose, we developed a survey application11 that asks
researchers in computer science to validate their DBLP pro-

7http://dblp.org/
8http://arxiv.org/
9http://www.ncbi.nlm.nih.gov/pubmed

10https://stream.twitter.com/1.1/statuses/sample.
json

11http://researchersontwitter.appspot.com/

file by logging in with their Twitter accounts. Another alter-
native is to use crowd sourcing platforms such as Mechani-
cal Turk.12 Entity linking systems use standard evaluation
measures: precision, recall, F 1 measure and accuracy.

Filtering Scientific Content: We plan to perform large-
scale labeling of tweets and blog posts as scientific or not
using crowd sourcing platforms to validate our models.

Measuring Public Attention and Impact: Some websites
such as altmetric.com13 track article level metrics on the
web. We can use such systems to compare and evaluate
tracking mentions as well as different experimental setups
of computing impact.

Ranking and Recommendation: Evaluating the results of
ranking and recommending scientific content on the social
web requires a gold standard data set. A first step towards
this will be considering the ‘like’, ‘retweet’, or ‘favorite’
counts of articles by researchers.

To measure the effect of the integrated solution, we plan
to perform a large-scale user study. We hypothesize that
solving the problems in the proposed pipeline brings about a
holistic solution to the broader problem than the individual
components the way it is done now.

5. PRELIMINARY RESULTS
The proposal is at its early stage. Here we describe a gen-

eral framework we developed to identify researchers on Twit-
ter [9]. The framework was applied to identify researchers
in Computer Science.

The processing pipeline begins with a seed set which is
used to generate possible candidates. We used Twitter ac-
counts corresponding to computer science conferences as
seed users. We collected this from the list of computer sci-
ence conferences in Wikipedia.14 We used automatic meth-
ods to link them to their Twitter accounts using (i) web
search, i.e., searching for the official page of the conference
and then extracting the Twitter account from the page, and
(ii) Twitter search, i.e., searching on Twitter using poten-
tial screen names built from acronyms of conferences with
years appended. The next step is generating candidates.
we gathered candidate researchers that follow the seed ac-
counts or retweeted any of their tweets. Our approach treats
the identification task as a classification problem. For this,
we generated labeled examples. To generate positive exam-
ples, we mapped our candidates to DBLP by looking exact
name matches after removing duplicates from each set be-
fore matching. For negative examples, we collected one mil-
lion users through the Twitter streaming API and then re-
moved candidates and their followers from the set. Finally,
we generated features and learned a model to classify the
remaining users. The resulting data sets and features used
are available on Github.15 To gain first insights into how re-
searchers use Twitter, we empirically analyzed the identified
users and compared their age, popularity, influence, and so-
cial network. Our results show that, increasingly researchers
are using social media that could be used for expert finding,
tracking attention and personalized recommendation.

12https://www.mturk.com
13http://www.altmetric.com
14http://en.wikipedia.org/wiki/List_of_computer_
science_conferences

15https://github.com/L3S/twitter-researcher
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6. CONCLUSION AND FUTURE WORK
In this thesis proposal, we have identified an area of re-

search that bridges the gap between, on the one hand, the
long standing tradition of scientific publishing using sources
from digital libraries and the academic web which contains
mainly researchers’ university web pages and scientific blog-
ging; and on the other hand, the emerging practice of so-
cial media by researchers to connect and disseminate scien-
tific content. We proposed a holistic approach to study this
wide spectrum. This systematic approach contains four pil-
lars that are grounded on the following research challenges:
linking researchers’ profiles; identifying and filtering scien-
tific content; measuring public attention and impact; and
building scalable ranking and recommender systems.

We envision to build a system that harnesses the power
of the social web and combines it with scholarly publishing
in the academic web using data-driven approaches to make
it easy to filter and tap into the best in humanity - science
and scientific discoveries.
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