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ABSTRACT
Within the scope of this PhD proposal, we set out to inves-
tigate two pivotal aspects that influence the effectiveness of
crowdsourcing: (i) microtask design, and (ii) workers behav-
ior. Leveraging the dynamics of tasks that are crowdsourced
on the one hand, and accounting for the behavior of work-
ers on the other hand, can help in designing tasks efficiently.
To help understand the intricacies of microtasks, we identify
the need for a taxonomy of typically crowdsourced tasks.
Based on an extensive study of 1000 workers on Crowd-
Flower, we propose a two-level categorization scheme for
tasks. We present insights into the task affinity of workers,
effort exerted by workers to complete tasks of various types,
and their satisfaction with the monetary incentives. We also
analyze the prevalent behavior of trustworthy and untrust-
worthy workers. Next, we propose behavioral metrics that
can be used to measure and counter malicious activity in
crowdsourced tasks. Finally, we present guidelines for the
effective design of crowdsourced surveys and set important
precedents for future work.
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1. PROBLEM AND MOTIVATION
In recent times, crowdsourcing has emerged as an im-

portant means to acquire human input in order to solve
a wide range of problems. Researchers and practitioners
alike have identified the value of crowdsourcing as a cost-
effective paradigm. In his seminal book ‘The Wisdom of
Crowds’ [13], James Surowiecki pointed out the importance
of diversity and independence in the crowd to achieve use-
ful results through crowdsourcing. The advent of crowd-
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sourcing platforms such as Amazon’s Mechanical Turk1 and
CrowdFlower2 provide such important ingredients for effec-
tive crowdsourcing and elevate the ease with which one can
reach out to millions of workers with minimum effort.

With the growing popularity of crowdsourcing, several
users are confounded by the problem of designing micro-
tasks. The inadequacy of existing guidelines for crowdsourc-
ing corresponding to the different types of tasks mean that
less-experienced users have to go through an arduous cy-
cle of experimenting with reward schemes, task lengths and
other such parameters in order to acquire suitable results.
While there have been numerous works that have studied
crowdsourcing in order to improve the quality and the relia-
bility of the results produced [7], there are several challenges
that remain unconquered. One such shortcoming is a granu-
lar classification of crowdsourced microtasks. A critical step
towards improving the effectiveness of crowdsourcing is to
understand its typical uses. Therefore, we aim to propose a
taxonomy of microtasks that can prove to be useful for the
user modeling of crowd workers, and the recommendation
of tasks. Researchers can leverage this taxonomy in order
to study both, popular microtasks as well as the types of
worker behavior associated with these tasks.

A primary obstacle that hinders the optimal output from
microtasks is the malicious activity that is prevalent among
workers. Previous works have acknowledged the existence of
spammers and malicious workers who aim to acquire quick
rewards, and thereby provide responses which are either mis-
leading or fall well short of the requirements. Gold-standards
are a popular means to detecting and countering malicious
activity [11]. However, with the ubiquity of the Internet and
the blooming crowdsourcing market, malicious workers are
also evolving and we believe adversarial approaches will be-
come more sophisticated and popular, thereby overcoming
commonly used gold-standards. Previous work by Difallah
et al. portray the inadequacy of existing techniques in de-
tecting malicious workers and spammers [1]. Mechanisms
that counter such attempts of workers need to consider a
wide range of workers with varying behavioral patterns.

It is important to note that malicious activity of crowd
workers and the design of the corresponding microtasks go
hand in hand; stringent task design can curtail possible ma-
licious activity, while less strict tasks allow easy infiltration
of malicious workers. Having said that, this is also largely
subjective with respect to the type of microtasks, i.e., dif-

1http://www.mturk.com/
2http://crowdflower.com/
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ferent types of microtasks may attract significantly different
types of workers. In addition to this, malicious workers can
sabotage a task in various ways. It is therefore of prime im-
portance to understand the behavior of workers (especially
malicious workers) in different types of microtasks, in order
to improve the quality of results, reliability of workers and
cost-effectiveness of the crowdsourced task in its entirety.

In this PhD proposal, we aim to study the behavior of ma-
licious workers with respect to varying microtask types. In
addition, we propose a method to measure the malicious ac-
tivity in crowdsourced microtasks. Finally, we aim to delve
into inherent traits of workers such as their competence, and
study how these factors influence their behavioral patterns.

2. RELATED LITERATURE
We describe the relevant literature by dividing it into the

two realms of (i) task design and (ii) workers behavior. Due
to the space limitation we illustrate the most influential pre-
vious works.

2.1 Task Design and Quality of Results
Marshall et al. anlayzed workers who took surveys on

Amazon’s Mechanical Turk and examined how the charac-
teristics of the surveys influenced the reliability of the data
produced [9]. Inspired by this work, we adopt a similar ap-
proach to collect data through crowdsourced surveys in order
conduct a meaningful analysis and arrive at sound insights.

Yuen et al. present a literature survey on different aspects
of crowdsourcing [14]. The authors present a taxonomy of
crowdsourcing research alongside a sample set of application
scenarios. This short list represents the first step towards
task modeling. However, without a well-defined structure
of task types, goals or work-flows, it is challenging to reuse
such information to devise optimal strategies for task design.
We provide a solution to this problem by providing a clear
taxonomy of microtasks in terms of goals and work-flows.

Geiger et al. proposed a framework for crowdsourcing pro-
cesses based on 46 crowdsourcing examples [6]. The authors
provided a 19-class crowdsourcing process classification that
focuses exclusively on an organizational perspective. This
provides useful insights for stakeholders responsible for run-
ning crowdsourcing platforms. On the contrary, we propose
a categorization scheme that primarily supports task admin-
istrators in effectively utilizing such platforms.

Mason et al. studied the effect of varying financial in-
centives on the performance of workers [10]. The authors
conclude that increasing monetary incentives of microtasks
attracts more workers to the tasks but does not improve the
quality of the results produced.

2.2 Workers Behavioral Patterns
Eickhoff et al. acknowledged the importance of under-

standing worker behavior in order to develop reliability met-
rics and design fraud-proof tasks [2]. Kazai et al. used be-
havioral observations to define the types of workers in the
crowd [8]. By type-casting workers as either sloppy, spam-
mer, incompetent, competent, or diligent, the authors expect
their insights to help in designing tasks and attracting the
best workers to a task. While the authors correlate these
types to the personality traits of workers, we aim to unravel
the behavioral patterns of workers through their responses.

Ross et al. extended previous works on the usage behav-
ior of workers on Mechanical Turk along with their changing

demographics [12]. The authors reflect that the global scale
at which tasks are crowdsourced can affect the quality of
the responses. In our work, we aim to identify the main be-
havioral patterns that workers exhibit independent of their
demographical identity.

Eickhoff et al. additionally evaluated factors such as the
size and type of microtask, interface used and composition
of the crowd [3]. Based on this the authors suggest to design
tasks in a manner that discourages malicious workers. In our
work, we aim to inhibit such malicious activity depending
on the behavioral patterns of crowd workers.

3. APPROACH AND METHODOLOGY
Two main research questions (RQs) that we aimed to an-

alyze through real crowdsourced data are as follows;
(RQ1) What kinds of tasks are typically crowdsourced?
(RQ2)What kinds of behavior do crowd workers exhibit?

In order to gather real crowdsourced data we deployed
a survey using the CrowdFlower platform. The survey con-
sisted of questions ranging from the demographics and back-
ground of the workers, to specific questions regarding the
previous tasks that were successfully completed by them.
These questions were modeled as a mixture of open-ended,
direct, and Likert-type questions, with an aim to engage the
workers. We restrict the participation to 1000 workers, and
ask about two of their most recent successfully completed
tasks in the form of open-ended questions. We pay all the
contributors from the crowd, irrespective of whether or not
we discard their data for further analysis. We use gold stan-
dard questions, as shown in Figure 1 in order to identify
untrustworthy workers.

Figure 1: We use humor-evoking attention-check
questions as gold standards in order to engage work-
ers and also identify untrustworthy workers.

In order to gather realistic data from the trustworthy and
untrustworthy workers alike, we do not use sophisticated
measures to restrict the general crowd behavior. We take
several precautions in order to avoid introducing any bias
due to poor task design. We refer the reader to our work for
further details [4, 5].

We analyze the responses from the trustworthy workers in
order to propose a taxonomy of microtasks [4]. By studying
the responses from the untrustworthy workers in contrast
to trustworthy workers, we identify the behavioral patterns
that workers exhibit in crowdsourced surveys [5].

In the future, we will deploy microtasks of different types
as per the proposed taxonomy, in order to further study as-
pects of worker behavior such as the influence of a worker’s
competence in the behavioral patterns exhibited. An inter-
esting aspect that has not been dealt with thoroughly thus
far, is crowdsourcing highly complex tasks. We believe a
study of worker competencies will help in designing meth-
ods to successfully crowdsource complex tasks. In addition,
we aim to gather crowdsourced data from different types
of tasks as per the proposed taxonomy, in order to further
study the influence of task type on the behavior of workers.
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Table 1: A two-level taxonomy for typically crowdsourced tasks.
Information Verification & Interpretation & Content Surveys (S) Content
Finding (IF) Validation (VV) Analysis (IA) Creation (CC) Access (CA)
Metadata finding Content Verification Classification Media Transcription Feedback/Opinions Testing

Content Validation Categorization Data Enhancement Demographics Promoting

Spam Detection Media Transcription Translation

Data matching Ranking Tagging

Data Selection

Sentiment Analysis

Content Moderation

Quality Assesment

4. RESULTS
In this section, we present the key results that we have ar-

rived at during the course of this work. For more interesting
results emerging from our work so far, we refer the readers
to our work [4, 5].

4.1 Taxonomy of Microtasks
Based on the responses provided by the 567 trustworthy

workers, we manually categorize crowdsourced tasks into a
two-level taxonomy as presented in the Table 1. The top
level consists of goal-oriented classes while the second level
contains sub-classes of these that are based on the work-
flow of the microtasks. The top level describes the overall
objective of a given microtask, while the second level de-
scribes the process that a worker has to go through in order
to complete the task successfully and help the task adminis-
trator achieve his goal. Therefore note that by definition, in
this taxonomy work-flow oriented sub-classes can belong to
multiple goal-oriented top level classes. This categorization
scheme serves as first step towards establishing task-specific
guidelines for the efficient design of microtasks.
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Figure 2: Distribution of task-related characteristics
according to the proposed microtask taxonomy.

By leveraging the data collected from trustworthy work-
ers, we also analyze task dependent characteristics of work-
ers such as their task affinity, task effort and their satis-
faction with the monetary reward. We find that workers
tend to show greater task affinity (i.e., they like the tasks)
which offer relatively higher monetary rewards. Figure 2
presents our findings regarding how these task dependent
aspects vary across the different microtask types. We ob-
serve that workers tend to put more effort into the tasks
that they have a greater affinity towards.

Additionally, we investigate the landscape of financial in-
centives that are offered to the workers based on our data.
We study how such monetary incentives effect the task affin-
ity of workers. Figure 3 presents a comparison between the
task dependent characteristics with respect to the incentives.
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Figure 3: Distribution of effort required, task affin-
ity, and satisfaction with reward of the workers with
respect to varying task incentives.

4.2 Behavior Typology of Workers
Next, we venture into unravelling the behavioral patterns

of workers (especially malicious workers) based on their re-
sponses. We rely on the following factors to determine the
behavior topology proposed in our work; (i) eligibility of a
worker to participate in a task, (ii) adherence of responses
to pre-stated rules, and the extent to which responses satisfy
the expectations of the administrator.

Ineligible Workers (IE). Task administrators present
instructions to the workers that they should follow to com-
plete a given task successfully. The workers who do not
qualify as per such priorly stated requisites belong to this
category.

Fast Deceivers (FD). Malicious workers are character-
ized by their behavior that is highly suggestive of a zeal to
earn quick money by exploiting microtasks. This is appar-
ent from some some workers who adopt the ‘fast-response-
first’ approach such as copy-pasting the same response for
instance. Such workers belong to the class of fast deceivers.

Smart Deceivers (SD). Some eligible workers who are
malicious, attempt to deceive task administrators by cleverly
adhering to the rules. Such workers mask their real objective
by simply not violating or triggering implicit validators, and
belong to this category.

Rule Breakers (RB). A behavior prevalent among ma-
licious workers is their lack of conformation to clear instruc-
tions with respect to each response. Data collected as a
result of such behavior has little value, since the resulting
responses may not be useful to the extent intended by the
task administrator.

Gold Standard Preys (GSP). Some workers who abide
by the instructions and provide valid responses, surprisingly
fall short at the gold standard questions. They exhibit non-
malicious behavior, they stumble at one or more of the gold
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Figure 4: Distribution of workers as per the behav-
ioral patterns exhibited.

standard test questions due to to their inattentiveness, fa-
tigue or boredom.

We manually classify the 568 trustworthy workers (those
who passed the gold standard) and 432 untrustworthy work-
ers (those who failed at least one of the two gold stan-
dard questions) into the behavior topology described ear-
lier. Figure 4 presents the distribution of trustworthy and
untrustworthy workers across the different kinds of behav-
ioral classes.

4.3 How Malicious is a Malicious Worker?
We measure the maliciousness of a worker based on the

acceptability3 of their individual responses. For this pur-
pose, it is important to consider only those responses from a
worker where the acceptability is not contentious or subjec-
tive. Thus, we only consider the responses from the workers
to the open-ended questions (Q1 to Q7 ). Experts manu-
ally annotated each response from the workers as either ac-
ceptable:‘1’ or unacceptable:‘0’. The agreement between the
experts was found to be 0.89 as per Krippendorf’s Alpha.

Based on the acceptability of each response from a worker,
we can compute the average acceptability (A) of a given
worker pertaining to a task. We compute the maliciousness
(M) of a worker using the following metric.

Mworker = 1 − (1/n

n∑
i=1

Ari)

where,
n is the number of responses from the worker which are

assessed, and Ari is the acceptability of response ri.
Mworker = 0 indicates a completely non-malicious worker,

while a worker is said to exhibit complete maliciousness if
Mworker = 1. Figure 5 presents our findings regarding the
distribution of workers with respect to the degree of their
maliciousness, segmented by trustworthiness. In addition,
the figure also depicts the corresponding average task com-
pletion time of the workers.

We clearly see that a large percentage of untrustworthy
workers exhibit a high degree of maliciousness (> 0.8), while
the majority of trustworthy workers exhibit a very low de-
gree of maliciousness (< 0.2).

4.4 The Tipping Point in Workers Behavior
We find that several workers provide acceptable responses

to begin with, before showing signs of maliciousness. We

3The acceptability of a response is determined by the extent
to which the response meets the expectation as stated.

Figure 5: Degree of maliciousess of trustworthy
(TW) and untrustworthy workers (UW) and their
average task completion time.

thereby investigate this tendency of workers to trail off into
malicious behavior. We define the first point at which a
worker begins to exhibit malicious behavior after having
provided an acceptable response, as the tipping point. We
present the tipping point of workers based on our analysis
of their responses (R-1 to R-7 ) in the Figure 6. This shows
that a significant number of malicious workers (especially
untrustworthy workers) exhibit early signs of malicious ac-
tivity, while a smaller percentage depict signs of malicious
activity at a later stage.
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Figure 6: Distribution of Tipping Point of trustwor-
thy and untrustworthy workers.

On further analysis of the activity of workers beyond their
tipping point, we find that the tipping point is a very good
indicator of forthcoming malicious activity [5].

4.5 Task Design Guidelines for Surveys
Based on each kind of behavioral pattern that we observe

within the topology, we recommend ways to make a crowd-
sourced survey effective.

• The tipping point can be used to identify workers who
‘tip’ early in the job. We can improve the quality of the
produced results greatly by identifying such workers
and discarding them.

• To restrict the participation of ineligible workers, task
administrators should employ pre-screening methods.

• An important guideline to enforce for survey-type
tasks due to the popularity of open-ended questions is
to curtail malicious activity from fast deceivers. Strin-
gent validators should be used in order to ensure that
workers cannot bypass open-ended questions by copy-
pasting identical or irrelevant material as responses.

• Rule breakers can be curtailed by ensuring that ba-
sic response-validators are employed, so that workers
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cannot pass off inaccurate responses, or nearly fair
responses. Lexical validators can enforce workers to
meet the exact requirements of the task and prevent
ill-fitting responses.

• Since smart deceivers take special precautions to avoid
being detected, they present the biggest hindrance in
overcoming. Although only a meagre portion of work-
ers make the additional effort to deceive task admin-
istrators in surveys, these workers can be restricted
by using psychometric approaches (for instance, re-
peating or rephrasing the same question(s) periodically
and cross-checking whether the respondent provides
the same response).

• Finally, we note that surveys garner a fair number of
gold standard preys. We recommend post-processing
step that can be accommodated in order to identify
such workers and consider their acceptable responses
to boost the reliability and quality of results.

5. CONCLUSIONS AND FUTURE WORK

5.1 Key Contributions
In our work thus far, we have proposed a two-level tax-

onomy of microtasks. This fine-grained categorization of
crowdsourced tasks has important implications in the field
of crowdsourcing. It serves as an essential starting point
to analyze several aspects of both task design and worker
behavior across well-defined types of tasks.

We have studied the behavior of malicious workers in the
crowd by showcasing the task type of Surveys. Based on
our analysis, we have identified different kinds of malicious
behavior which go beyond existing works and are better-
justified through our data. A thorough understanding of
these aspects helps us to design tasks that can counter ma-
licious activity effectively, thereby benefiting task adminis-
trators as well as ensuring adequate utilization of the crowd-
sourcing platforms.

By conducting an extensive analysis, we introduce the
novel concepts of measuring ‘maliciousness’ of workers in
order to quantify their behavioral traits, and ‘tipping point’
to further understand worker behavior. Our contributions
also include a set of guidelines for requesters to efficiently
design crowdsourced surveys by limiting malicious activity.

5.2 Upcoming Work
As part of our future work, we will develop automatic

methods to identify workers as per their behavior and clas-
sify them into the different types established in this work.
Next, we intend to present an extensive set of methodologies
and guidelines for effective task design and deployment on
crowdsourcing platforms. We will therefore study malicious
behavior for each type of task in the proposed taxonomy.

There are no existing principles based on which a task ad-
ministrator can adjust important parameters such as length
of a task, or the incentive to be offered in order to obtain
optimal results in the presence of any limiting constraints.
We aim to delve into this problem and develop learned mod-
els that can recommend ideal schemes to support task ad-
ministrators in adjusting task related parameters for specific
tasks. Finally, we aim to apply our findings in data-driven
crowdsourcing applications at scale, in order to help solve
real world problems such as knowledge-base curation, event

validation, entity search and so forth more efficiently (in
terms of costs, accuracy and reliability of the results).
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