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ABSTRACT
We address the problem of hate speech detection in online
user comments. Hate speech, defined as an “abusive speech
targeting specific group characteristics, such as ethnicity, re-
ligion, or gender”, is an important problem plaguing websites
that allow users to leave feedback, having a negative impact
on their online business and overall user experience. We pro-
pose to learn distributed low-dimensional representations of
comments using recently proposed neural language models,
that can then be fed as inputs to a classification algorithm.
Our approach addresses issues of high-dimensionality and
sparsity that impact the current state-of-the-art, resulting
in highly efficient and effective hate speech detectors.

1. INTRODUCTION
In the age of ever-increasing volume and complexity of the

internet, millions of users have unrestricted access to vast
amounts of content that allows for privileges unimaginable
several decades ago, such as access to knowledge bases or
latest news within just a few clicks. However, due to inter-
net’s non-restrictive nature and, in certain countries, legal
protection of free speech which also includes hate speech
[4], some users misuse the medium to promote offensive and
hateful language, which mars experience of regular users,
affects business of online companies, and may even have se-
vere real-life consequences [1]. To mitigate these detrimental
effects, many companies (including Yahoo, Facebook, and
YouTube) strictly prohibit hate speech on websites they own
and operate, and implement algorithmic solutions to discern
hateful content. However, scale and multifacetedness of the
task renders it a difficult endeavour, and hate speech still
remains a problem in online user comments.

Curiously, despite prevalence and large impact of online
hate speech, to the best of our knowledge there exist only
a few published works addressing this problem. In [1] (see
also references therein) authors extract linguistic and bag-
of-words (BOW) features and explore several classifiers to
detect hateful tweets following the 2013 incident in Wool-
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wich, UK. In [6] authors use BOW representation of user
comments and train Support Vector Machine to filter anti-
semitic content. Motivated by [6], authors of [2] use BOW
and Näıve Bayes to flag racist comments. Interestingly, in all
these works authors comment on limitations of BOW-based
representation of text. This especially holds in the context
of hate speech where offenders often use simple yet effective
tricks to obfuscate their comments and make them more dif-
ficult for automatic detection (such as replacing or removing
characters of offensive words), while still keeping the intent
clear to a human reader. This results in high-dimensionality
and large sparsity of the problem, making models suscepti-
ble to overfitting [6]. To address these issues, in this work
we propose an approach that learns low-dimensional, dis-
tributed representations of user comments, allowing for effi-
cient training of effective hate speech detectors.

We note that the task is different from, albeit related to,
sentiment analysis [5] as there are no shades of hate speech
and, unlike hate speech, even negative sentiment provides
useful and actionable insights. Related work also includes
attempts to remove offensive words without modifying the
underlying meaning of comments [7]. This approach is how-
ever not applicable to hate speech detection as the conveyed
message itself is considered harmful and should be removed.

2. PROPOSED APPROACH
We propose a two-step method for hate speech detection.

First, we use paragraph2vec [3] for joint modeling of com-
ments and words, where we learn their distributed represen-
tations in a joint space using the continuous BOW (CBOW)
neural language model. This results in low-dimensional text
embedding, where semantically similar comments and words
reside in the same part of the space. Then, we use the em-
beddings to train a binary classifier to distinguish between
hateful and clean comments. During inference, for newly
observed comment, we infer representation by “folding in”
using already learned word embeddings, as detailed in [3].

2.1 Neural language model
Neural language models take advantage of word order,

and state the same assumption of n-gram language models
that words that are close in a sentence are also statistically
more dependent. In this work, we use the CBOW model
as a component of paragraph2vec [3], which, based on the
surrounding words, tries to predict the central word, as well
as the user comment the words belong to.

More formally, let us assume we are given a set D of M
documents, D = {d1, d2, . . . , dM}, where each document dm
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Figure 1: Nearest neighbors for swearword “fck”

is a sequence of Tm words, dm = (wm1, wm2, . . . , wm,Tm).
We aim to simultaneously learn low-dimensional representa-
tions of documents and words in a common vector space, and
represent each document and word as a continuous feature
vector of dimensionality D. Then, the objective of para-
graph2vec is to maximize the data log-likelihood,

L =
∑

dm∈D

log P(dm|wm1, wm2, . . . , wm,Tm)

+
∑

dm∈D

∑
wmt∈dm

log P(wmt|wm,t−c, . . . , wm,t+c, dm),

(1)
where c is the length of the context for word sequences.
When modeling the probability of a document and the prob-
ability of a word, we define both models using a softmax
function. Probability of the central word wmt is defined as

P(wmt|wm,t−c, . . . , wm,t+c, dm) =
exp(v̄>v′wmt

)∑V
w=1 exp(v̄>v′w)

, (2)

where v′wmt
is the output vector representation of wmt, V is

vocabulary size, and v̄ is an averaged vector representation
of the context (including the containing comment dm),

v̄ =
1

2c + 1
(vdm +

∑
−c≤i≤c,i6=0

vwm,t+i). (3)

We similarly define P(dm|wm1, . . . , wm,Tm), probability of a
comment, by replacing appropriate variables in (2) and (3).

We use stochastic gradient ascent to maximize (1). How-
ever, compute time of ∇ log P in (1) is proportional to vocab-
ulary size, which may be expensive in practice. As an alter-
native we use hierarchical soft-max [3], which significantly
reduces time complexity and allows for efficient training.

3. EMPIRICAL ANALYSIS
We evaluated our approach on a large-scale data set of user

comments collected on Yahoo Finance website. The data
set comprises 56,280 comments containing hate speech and
895,456 clean comments generated by 209,776 anonymized
users, collected and editorially labeled over a 6-month pe-
riod. We preprocessed the text by lowercasing and removing
stopwords and special characters, resulting in a vocabulary
size of V = 304,427. This makes the used data the largest
hate speech data set considered thus far in the literature.

Table 1: AUC of various methods
Algorithm AUC

BOW (tf) 0.7889
BOW (tf -idf) 0.6933
paragraph2vec 0.8007

We compared our method to the current state-of-the-art
methods employing BOW representation, using tf and tf -
idf encodings. We set D = 200 and c = 5 for paragraph2vec,
while training on the entire data for 5 iterations. Once we
learned vector representations we trained logistic regression
classifier, and report the classification performance of com-
peting methods after 5-fold cross-validation.

We first validated that the paragraph2vec representations
are meaningful, and that semantically similar words are close
to each other in the embedding space. This is illustrated in
Figure 1, where we show a wordcloud of nearest neighbors
in terms of cosine distance to obscured swearword “fck”. We
can see that using paragraph2vec resulted in this word, its
variations, as well as semantically related swearwords having
similar low-dimensional representations, grouping them in
the same part of the vector space. Interestingly, the model
even found some non-obvious swearwords, such as “chit”.

Next, we validated utility of the learned vectors on the
hate speech classification task. To this end, in Table 1 we
report Area under the Curve (AUC), where we see that the
proposed method outperformed the competing approaches.
Interestingly, tf encoding achieved better performance than
tf -idf and obtained very competitive AUC, which explains
why many of the existing approaches use BOW represen-
tation. Nevertheless, paragraph2vec obtained higher AUC
than either BOW model, while requiring less memory and
training time to learn very effective hate speech detectors.
The results clearly indicate the benefits of the proposed ap-
proach, and constitute a step towards solution of the prob-
lem of hate speech detection in online user comments.
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