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ABSTRACT 

 

Deep learning is a machine learning technology that 

automatically extracts higher-level representations from 

raw data by stacking multiple layers of neuron-like units. 

The stacking allows for extracting representations of 

increasingly-complex features without time-consuming,  

offline feature engineering. Recent success of deep learning 

has shown that it outperforms state-of-the-art systems in 

image processing, voice recognition, web search, 

recommendation systems, etc [1]. A lot of industrial-scale 

big data processing systems including IBM Watson’s 

Jeopardy Contest 2011, Google Now, Facebook’s face 

recognition system, and the voice recognition systems by 

Google and Microsoft use deep learning [2][3][6]. Deep 

learning has a huge potential to improve the intelligence of 

the web and the web service systems by efficiently and 

effectively mining big data on the Web[4][5].  

This tutorial provides the basics of deep learning as 

well as its key applications. We give the motivation and 

underlying ideas of deep learning and describe the 

architectures and learning algorithms for various deep 

learning models. We also cover applications of deep 

learning for image and video processing, natural language 

and text data analysis, social data analytics, and wearable 

IoT sensor data with an emphasis in the domain of Web 

systems. We will deliver the key insight and understanding 

of these techniques, using graphical illustrations and 

examples that could be important in analyzing a large 

amount of Web data. The tutorial is prepared to attract 

general audience at the WWW Conference, who are 

interested in machine learning and big data analysis for 

Web data.  

    The tutorial consists of five parts. The first part presents 

the basics of neural networks, and their structures. Then we 

explain the training algorithm via backpropagation, which 

is a common method of training artificial neural networks 

including deep neural networks. We will emphasize how 

each of these concepts can be used in various Web data 

analysis. In the second part of the tutorial, we describe the 

learning algorithms for deep neural networks and related 

ideas, such as contrastive divergence, wake-sleep 

algorithms, and Monte Carlo simulation. We then describe 

various kinds of deep architectures, including stacked 

autoencoders, deep belief networks [7], convolutional 

neural networks [8], and deep hypernetworks [9].  

In the third part, we present more details of the 

recursive neural networks, which can learn structured tree 

outputs as well as vector representations for phrases and 

sentences. We first show how training the recursive neural 

network can be achieved by a modified version of the back-

propagation algorithm introduced before. These 

modifications allow the algorithm to work on tree 

structures. Then we will present its applications to sentence 

analysis including POS tagging, and sentiment analysis. 

The fourth part discusses the neural networks used to 

generate word embeddings, such as Word2Vec [10], DSSM 

for deep semantic similarity [11], and object detection in 

images [12], such as GoogLeNet, and AlexNet. We will 

explain in detail the applications of these deep learning 

techniques in the analysis of various social network data. 

By this point, the audience should have a clear 

understanding of how to build a deep learning system for 

word, sentence and document level tasks. The fifth part of 

the tutorial will cover other application examples of deep 

learning. These include object segmentation and action 

recognition from videos [9], web data analytics, and 

wearable/IoT sensor data modeling for smart services.  
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