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ABSTRACT

People use social networks for different communication pur-
poses, for example to share their opinion on ongoing events.
One way to exploit this common knowledge is by using Sen-
timent Analysis and Natural Language Processing in order
to extract useful information. In this paper we present a
SA approach applied to a set of tweets related to a recent
natural disaster in Italy; our goal is to identify tweets that
may provide useful information from a disaster management
perspective.

1. INTRODUCTION

The number of users and messages in microblogs has been
continuously growing in recent years, fostered by the spread
of always-connected mobile devices. Microposts, the short
messages published in microblogs, often report the status
of users in a social or physical context, transforming the
users themselves in real-time sensors about their local en-
vironment. Therefore, microblogging services like Twitter?
have been proven to be an inestimable source of information
for different tasks, such as opinion mining for commercial
purposes [8], detecting social events like festivals or politi-
cal unrest [6], and detecting natural disasters in real-time,
for instance earthquakes [12, 10]. Event detection is usu-
ally performed by discovering unusual activity patterns, fo-
cused on a particular geographic area or on a given topic
(usually specified by means of keywords). In order to carry
out the detection tasks effectively, it is important to mine
the right kind of information from the huge flow of posts
(277,000 tweets per minute? all over the world). Detection
results may vary greatly depending on the search terms, ac-
cording to [12]. The purpose of a tweet may also vary de-
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pending on the user: [5] identified 4 different user intention
types, varying from reporting news to conversation. There-
fore, analysing the content of microposts may help to se-
lect only those that are relevant to a determined task. In
the case of natural disasters, and more specifically in the
case of disaster management, finding posts that indicate a
situation of danger, worrying or generic alarm, may prove
critical. In such cases, posts that report ongoing news, opin-
ions, or even ironic comments are not particularly relevant
and indeed may complicate the task of analysing the flux of
information in such a critical situation.

Recently, there is a growing interest of the Natural Lan-
guage Processing (NLP) research community on Sentiment
Analysis (SA) or opinion mining, as testified by the new
challenges in SA at different NLP conferences, such as Se-
mEval [11, 7] or Evalita [2]. As a results of this research,
some NLP methods and tools were adapted to work on mi-
croposts, overcoming a long-lasting gap due to the partic-
ular nature of the language used in these short messages.
The results obtained in these challenges show that it is now
possible to detect some types of irony and classify posts
according to their polarity or subjectivity. In this paper,
we formulate the hypothesis that we can use subjectivity,
polarity and irony detection tools to filter effectively micro-
posts related to natural disasters and therefore enhance the
accuracy of the information available for the disaster man-
agement tasks. We suppose that subjective tweets are more
important that objective ones because they are more likely
to come from a person involved in the event rather than an
objective tweet which is just reporting some news. We also
suppose that ironic tweets are more likely to appear after-
wards, for instance to criticize the response or blame the
government. Finally, we suppose that tweets with a nega-
tive polarity are more probable to contain information about
dangers or emergency situations in the context of a natural
disaster. The rest of the paper is structured as follows: in
Section 2 we describe the classification system used and the
chosen scenario; in Section 3 we show the preliminary results
obtained on the analysed data; finally, in Section 4, we draw
some conclusions and discuss future works.

2. METHODOLOGY

Current SA systems used in polarity classification and
irony detection are mostly based on machine learning ap-
proaches that exploit both surface features such as emoti-



cons,

exclamation marks and uppercase ratio, and lexicon-

based features. Lexicons can be considered as affect dictio-
naries that map a word into a polarity score (positive, neg-
ative). For instance, SentiWordNet® [1] maps word senses
(WordNet synsets) into a polarity score: “good” (first sense)
has a positive score of 0.75, and “worst” has a negative score
of 0.75. We participated in the Evalita2014 Italian SEN-
TIPOLC (SENTIment and POLarity Classification) task

with

such a system, named IRADABE [3], obtaining one

of the best results in the subjectivity (3rd with 0.6706 F-
measure), polarity classification (2nd with 0.6347) and irony
detection (2nd with 0.5415) tasks [2]. IRADABE relies on a
Support Vector Machine (SVM) using surface and lexicon-
based features. The lexicons have been adapted from En-
glish to Italian using machine translation. For the experi-
ments presented in this paper, IRADABE was trained on the
complete SENTIPOLC training+test set, consisting in 6448
tweets in Italian on various random topics, from politics to
football. The dataset was POS-tagged using TreeTagger?.
Here we describe the features used by IRADABE:

Bag-of-Words. The most frequent words from the train-
ing corpus;

Emoticons frequency. The frequency of emoticons ex-
pressing subjectivity, positiveness or negativeness;

Negative Words frequency. Frequency of words that

triggers negation (mai (never), non/no (not/no)), avver-

sative conjunction or adverbs (invece (instead), ma
(but));

URL information frequency. The number of hyperlinks
in a tweet;

Subjectivity features. We took into account the pres-
ence of verbs conjugated at the first and second persons
(those endings in “-0”, “-i”, “-amo”, “-ate/ete”) and per-
sonal pronouns (“i0”, “tu”, “noi”, “voi”, and their direct

and indirect object versions);

Tweet Length and Uppercase ratio. The length in words
of each tweet. We took into account also the ratio be-
tween the uppercase words and length of the tweet;

SentiWordNet. We used the positive and negative
scores to derive six features: positive/negative words
count, the sum of the positive scores in the tweet,
the sum of negative scores in the tweet, the balance
(positive-negative) score of the tweet, and the stan-
dard deviation of SentiWN scores in the tweet;

Hu-Liu Lexicon®. We derived three features from this
lexicon: positive and negative words count, balance (#
of positive words- # of negative words);

AFINN Lezicon®. This lexicon contains two word lists
labeled with polarity valences from -5 (negative) to
+5 (positive). We derived 5 features from this lexicon:

3http://sentiwordnet.isti.cnr.it
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TreeTagger/
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positive/negative word count, sum of positive and neg-
ative scores; overall balance of scores in the tweet;

Whissel Dictionary [13]. This lexicon contains 8, 700
Ttalian words with values of Activation, Imagery and
Pleasantness related to each one. Range of scores go
from 1 (most passive) to 3 (most active). We derived
six features: average activation, imagery and pleas-
antness, and the standard deviation of the respective
scores. We thought that an elevate score in one of these
features may indicate an out-of-context word, thus in-
dicating a possibly ironic comment;

Italian “Taboo Words”. Knowing the function of taboo
words to trigger humour, catharsis, or to boost opin-
ions, we decided to use a list of taboo Italian words
that we extracted from Wiktionary”;

Counter-Factuality and Temporal Compression [9]. Fre-
quency of terms that indicate an abrupt change in a
narrative.

2.1 Context: the 2014 Genoa Floodings

Due to the language of our system and the temporal prox-
imity, we decided to test our system on a set of tweets related
to the heavy rains and floodings that hit the city of Genoa
on 9 and 10 October 2014. This event had a great impact
on local media and partially on the Italian ones but it is
not well known outside Italy, as it can be subsumed by the
absence of a Wikipedia page about the event in English, but
the event is covered in detail in the related Italian page®.
The most critical events happened between 21:00 Oct. 9
when the Carpi river flooded Montoggio (a small town in
the province of Genoa) and 01:00 Oct.
small rivers flooded the center of Genoa. In the aftermath,
local authorities were criticized for bad crisis management
and for being unable to foresee the event.

We extracted a total of 13,530 tweets, containing the key-
word “Genova”’, between 19:00 Oct. 9 2014 and 16:00 Oct.
10 2014. We did not use geo-tagging to localise tweets be-
cause we found that only 754 tweets contained this infor-
mation. In Figure 1 we show the number of tweets by hour
during the critical period between the night of 9 October
and the next day.

2.2 Bursts Detection

Apart from analysing the tweets using SA, we processed
the flow of tweets with a simple topic burst detection tech-
nique based on a Poisson model for each time period [4]. The
Poisson distribution, commonly used to express the proba-
bility of a given number of events occurring in a fixed inter-
val of time. This technique allowed us to detect topic bursts
to identify thematic changes in the flow of tweets. In [4],
abnormally frequent events are detected when

10 when various
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> € (1)

and k£ > A. In our model, k is the number of occurrences
of a given keyword X in one hour time interval, and A is
estimated by averaging the occurrences of X over the previ-
ous time periods. Therefore, if Pr(X = k) is high, then the
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Figure 1: Number of tweets between 19:00 Oct. 9
2014 and 16:00 Oct. 10 2014 containing the word
“Genova”.

2000 Mo

Neg
M Pos
H Subj

1500
1000

500

o

o® ® ® o o ad o0 o® o0 ®
o W o 1) e n %) o T 3
AT 1 A0 A0 A0 A A0 AN A AV
) ) ) o) 8) 0) 8) )
QST 8% A o o oY o o ¥ o ¥ o>

BY B BY By A By BY A BY A
B S S

Figure 2: Number of tweets classified as subjec-
tive (subj), positive (pos), negative (neg) and ironic
(iro), by hour. Note: subj includes the other classes.

frequency of the observed keyword is in line with previous
observations, while a low value indicates that the frequency
of the observed keyword is abnormally high (if & > A). In
our experiments, we set ¢ = 0. We calculated bursts over
hashtags, toponyms, and tweet fragments corresponding to
Part-Of-Speech patterns that are usually more informative
than a single word (such as adjective-noun, noun-adjective,
noun-preposition-noun, verb-object etc...). Toponyms were
detected using regular expressions filtered by means of a list
of toponyms in the province of Genoa. Hashtags allow to
describe tweet contents in a coarse way, while the textual
fragments provide a fine-grained description. Toponyms are
important clues to know where a specific event is occurring.

3. ANALYSIS

Within the selected time frame, IRADABE labelled 8922
tweets (65.9%) as subjective, 499 (3.7%) as positive, 3519
(26%) as negative and 1019 (7.5%) as ironic. IRADABE
was trained on the complete Evalita SENTIPOLC dataset.
In Figure 2 we show the number of classified tweets for each
category, for each one-hour time period.

A quantitative evaluation of the obtained results is diffi-
cult since the tweets were not previously labelled with their
correct labels (that is, no gold standard is available for these
data). However, basing on the hypothesis that personal ac-
counts are more probable to publish subjective tweets than
organisational or news accounts, we were able to evaluate
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the correctness of the subjectivity classification. We manu-
ally classified the 50 most active accounts, as “personal ac-
counts” or “news sources” (or aggregators). Globally, 59.2%
of the tweets were estimated to come from news sources,
and 40.8% from personal accounts. If we take into account
the tweets labelled as subjective, the percentage increases to
70.5% from personal accounts and 29.5%, in line with the
accuracy obtained by IRADABE at SENTIPOLC in subjec-
tivity classification ( 67%).

We selected manually a set of hashtags, toponyms and tex-
tual fragments (we may call them topics) that we judged to
be important from a disaster management perspective. For
instance, we included the toponyms related to the affected
zones (Montoggio, Bisagno, Sturla, Fereggiano,...) as they
are listed on the Italian Wikipedia page on the disaster; we
included hashtags like #allertameteo (meteo alert), #pro-
tezionecivile (civil protection agency), #alluvionege (Genoa
flooding); we included fragments like “ondata di piena” (“surge
wave”), “mancato allarme” (“missed alarm”), “invaso dal fango”
(“flooded by mud”). Then we extracted for each time frame
the list of trending hashtags, toponyms and topics, accord-
ing to (1). We calculated accuracy as the number of trending
important items (hashtags, toponyms or topics) divided by
the total number of detected trending items, and coverage as
the number of detected trending important items in all time
frames divided by the total number of important items. The
results of this evaluation are shown in Table 1. The results

Table 1: Average accuracy (Acc) and coverage (Cov)
on relevant hashtags, toponyms and topics, calcu-
lated over all tweets (All) and over those labelled
as subjective (Subj), positive, (Pos), negative (Neg)
and ironic (Iro).

Hashtags Toponyms Topics
Acc. | Cov. | Acc. | Cov. | Acc. | Cov.
All 0.160 | 1.000 | 0.660 | 0.875 | 0.104 | 0.980
Subj | 0.197 | 0.875 | 0.661 | 0.844 | 0.156 | 0.804
Neg | 0.254 | 0.625 | 0.482 | 0.594 | 0.137 | 0.451
Pos | 0.208 | 0.188 | 0.155 | 0.156 | 0.164 | 0.157
Iro 0.322 | 0.313 | 0.362 | 0.344 | 0.118 | 0.098

show that if we limit the analysis to subjective and nega-
tive tweets, we can obtain higher average accuracy (in other
words, a higher percentage of the reported items for each
time period are relevant) but at the expenses of coverage.
Note that 15 and 16 of the items detected using the negative
and subjective tweets, respectively, were not detected using
the complete dataset. In Figure 3 we show the average ac-
curacy, hour by hour, on all items, using the full dataset or
only the subjective and negative tweets.

We manually analysed some of the tweets with an as-
signed polarity or irony label. We discovered that many pos-
itive tweets (58) were originated by a single account which
was posting video links, adding “buona visione!” (“enjoy the
show!”) with an happy smiley, nevertheless their content
(probably an automated posting). The second most fre-
quent poster of positive tweets totalled only 8 tweets, all
thanking the volunteers that helped in removing mud from
the streets. Most positive tweets appeared to be encour-
agement messages to the population like “Forza Genoval”
(“Come on Genoal!”). We can conclude that most of positive
tweets are not pertinent from the disaster management per-
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Figure 3: Hourly interpolated accuracy, averaged on
all class of relevant items.

spective, corroborating our initial hypothesis on this class.
We found a high rate of false positives among the tweets
labelled as ironic, indicating that this task is yet a difficult
one. However, among the correctly labelled ones, we were
able to find many tweets that criticized the local authori-
ties, such as “Ragazzi tranquilli #Renzi ha detto che non ci
lascera soli” (“Don’t worry guys, #Renzi - the Italian prime
minister - said that he won’t leave us alone”). These tweets
were probably detected because of the high number of po-
litically themed ironic tweets in the SENTIPOLC training
set. In the case of negative tweets, we were able to identify
different kinds of negative feelings, from worry and fear to
rage and frustration.

4. CONCLUSIONS

We applied a Sentiment Analysis system for Italian to a
set of tweets covering the period of the Genoa floodings in
October 2014, labelling tweets as subjective, positive, nega-
tive or ironic. We attempted to identify trending hashtags,
topics and toponyms that may be relevant from a disaster
management perspective in the different labelled subsets.
Our system was able to identify subjective posts with good
accuracy (around 70%). Our analysis shows that, although
the use of the complete dataset provide a broader coverage of
the ongoing event, focusing on a specific category of tweets
may give insights on specific situations that may be missed
when analysing the complete data. We found that positive
tweets are not particularly useful in the analysis and they
can be discarded, while a more fine-grained classification on
the negative tweets may help to distinguish different kind of
negative feelings, for instance fear. We plan to modify our
SA system to improve its accuracy and take into account
different types of feelings. We plan also to extend our ex-
periments over a greater set of tweets around the event in
order to improve the burst detection model.
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