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ABSTRACT
Critiquing based recommenders are very commonly used to
help users navigate through the product space to find the
required product by tweaking/critiquing one or more fea-
tures. By critiquing a product, the user gives an informa-
tive feedback(i.e, which feature needs to be modified) about
why they rejected a product and preferred the other one.
As a user interacts with such a system, trails are left be-
hind. We propose ways of leveraging these trails to induce
preference models of items which can be used to estimate
the relative utilities of products which can be used in rank-
ing the recommendations presented to the user. The idea is
to effectively complement knowledge of explicit user inter-
actions in traditional social recommenders with knowledge
implicitly obtained from trails.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information
Filtering
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1. INTRODUCTION
Social recommenders benefit from the knowledge of asso-

ciations between users and explicit feedback users provide
on items they consume. The feedback can come in the form
of ratings,votes,tags or textual comments. However, a sig-
nificant component of knowledge about user relatedness and
feedback is implicit in the data capturing interaction of users
with the system. In most conversational recommender sys-
tems, users leave behind trails as they explore the product
space. The essential contribution of our work is to demon-
strate the potential of knowledge mined from such trails in
terms of reducing the number of interaction cycles required
to reach the product of interest.
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We focus on critiquing based recommenders which are
commonly used to guide the user through the product space
by facilitating interaction in the form of critiques. Here the
user views a product and may give a critique like show a sim-
ilar product but a cheaper one, to which the system responds
by recommending the products that satisfy the critique and
are most similar to the current product. The motivation be-
hind critiquing in recommender systems is that it is easier
for users to critique a product than construct formal queries.

In the context of critiquing based recommenders, a trail
can be defined as the path the user followed starting from
a product, critiquing and choosing the preferred product in
each cycle until he/she reaches the product he/she is sat-
isfied with, which is generally termed as the target. In a
restaurant domain where r′is are restaurants, an example
trail is:

r1
cheaper−−−−−→ r3

nicer−−−→ r6
creative−−−−−→ r2

cheaper−−−−−→ r5

The holy grail in designing recommender systems is to arrive
at a robust estimate of the utility of a product with respect
to a user and a set of expressed preferences. While similar-
ity is often used as a surrogate for utility, it is at best an
a priori approximation closely tied to choices made in rep-
resentation and similarity measures. When users critique
a product and make choices, they implicitly assess utilities.
Hence, critiques from sizeable logs of trails can be used to in-
duce a model of relative utilities, which can be used to rank
recommendations and enhance user experience. We show
the effectiveness of a class of PageRank-style algorithms in
this context.

For our experiments we considered Entree, a restaurant
recommendation system [1, 3]. Here the critiques are defined
over high level features like nicer, livelier, creative etc. Users
browse through the restaurants by redirecting the search
with the help of critiques like the ones mentioned above
until he finds a restaurant that he is satisfied with.

2. RELATED WORK
FindMe systems developed by Burke & co.[3] are the earli-

est critiquing based recommenders. From then on critiquing
based recommenders have been studied from various per-
spectives like ease of interaction, different critiquing tech-
niques to improve the effectiveness of search and reducing
the user effort to reach a target[5]. Some of the earlier work
in these types of recommenders considered analyzing user
logs to enhance recommendations. In [2], a hybrid recom-
mender is proposed adding collaborative flavor to the cri-
tiquing. Here user trails in critiquing based recommenders
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are used to construct the user-item rating matrix which is
essential in a collaborative setting to give recommendations.
In [8], a case based reasoning setting is adapted to analyze
the user sessions and reuse the past critiquing experiences
to improve recommendations. Here each session that is suc-
cessful in the past (i.e, where user reached a target) is con-
verted into a problem-solution pair and this forms a case.
The problem part of the case is the path user followed to
reach the target while the solution is the target product of
the session. For a given new session the similar sessions
are identified and corresponding solutions are ranked and
presented to the user. Here the similarities between sessions
are estimated based on the overlap of critiquing patterns be-
tween them. However, here estimating similarities is based
only on the critique patterns and types of items that the
user has been recommended so far are not considered due to
which sometimes unexpected recommendations are shown.
To overcome this, in [10] a new component is added which
takes into account item similarity when selecting relevant
sessions. Modeling user preferences using graphs and esti-
mating utilities was studied in [6] in the context of prefer-
ence based recommenders. Here the domain specific domi-
nance knowledge is combined with SimRank based similarity
to give recommendations. The utilities are estimated using
PageRank on the dominance graphs formed during each cy-
cle of user interaction. Besides recommender systems, trails
are extensively studied in the context of web search and re-
trieval. In [4, 11] clickthrough logs of users are studied to
understand user behavior and improve search performance
and also help users in navigating through the web.

3. OUR APPROACH

3.1 Entree: A brief overview
Entree is a restaurant recommendation system for the city

of Chicago[3, 2]. A user interacts with the system by sub-
mitting an entry point, either a known restaurant or a set of
criteria and the system responds with ”similar” restaurants.
In [3] a sketch of how similarities are estimated is given.
By interactively redirecting the search using the critiques a
user finds an acceptable option. Critiques used in Entree are
Cheaper, Creative, Lively. Nicer, Quieter, Traditional. Our
experiments are based on the Entree dataset [1].It consists
of trails, where each trail is a sequence of user interactions
while reaching the target. In Entree once a critique is given
the system responds with maximally similar restaurants sat-
isfying the critique. The user can browse through the list
and select one for the next critiquing cycle or stop the trail
indicating he is satisfied with it. An example of such a trail
is shown in Table 1. Initially user critiques r1 with cheaper

Table 1: Structure of a trail in Entree

r1
cheaper−−−−−→ r3

browse−−−−→ r10
browse−−−−→ r2

cheaper−−−−−→
r5

cheaper−−−−−→ r9
nicer−−−→ r7

browse−−−−→ r8
browse−−−−→

r23
livelier−−−−−→ r12

and prefers r2 after viewing r3 and r10. This sub-trail con-
stitutes one critiquing cycle. The number of sub-trails en
route r1 through r12 is five; note that this is the path length
discounting the edges labeled browse. After a few cycles of

critiquing the session comes to an end with the user reaching
a target or giving up.

3.2 Preference graphs
In the trail shown in Table 1, the user preferred restau-

rant r2 as a cheaper alternative to restaurant r1 among the
given recommendations, similarly she rated r23 nicer than
r9 and r4 livelier than r23. We use preference graphs to rep-
resent these preferences. A preference graph is constructed
for each critique by aggregating all trails. Examples of such
graphs are shown in Fig 1 and these formed based on the
four trails shown in Table 2. In the next section we de-

Table 2: Examples of trails indicating the preferences: here
B-browse, C-cheaper,L-livelier

T1 r1
C−→ r3

B−→ r10
B−→ r2

C−→ r5
C−→ r9

N−→ r7
B−→

r8
B−→ r23

N−→ r14
L−→ r12

B−→ r4

T2 r5
C−→ r3

B−→ r8
B−→ r6

B−→ r9
N−→ r10

B−→ r23
N−→

r14
L−→ r2

B−→ r15
B−→ r4

T3 r2
C−→ r3

B−→ r5
B−→ r9

B−→ r6
B−→ r14

L−→ r4
L−→

r9
N−→ r5

N−→ r7
B−→ r1

N−→ r23

T4 r9
L−→ r1

L−→ r5
C−→ r6

B−→ r3
B−→ r14

C−→ r1
C−→

r2
N−→ r4

N−→ r1
N−→ r5

r1 r2

r5

r9

r4

r23

r14

cheaper

2

2

22
1

1

r1 r2

r5

r9

r4

r23

r14

livelier

1

1

1

1
2 1

Figure 1: Preference graphs for cheaper and livelier, here the
weight of each edge represents the number of times destination is
preferred after critiquing the source (some isolated nodes are not
shown here).

scribe ways of using these preference graphs in ranking the
recommendations.

3.3 Ranking Algorithms
In this section we propose four methods for ranking Entree

recommendations based on preference graphs. The trail log
is partitioned into training and test data; the goal is to use
preference graphs to induce a preference model over training
data and use the same to rank recommendations for each test
sub-trail (refer Section 3.1), once users provide critiques.

3.3.1 Frequency based ranking(FR)
This is a baseline approach where the recommendations

are ranked based on the frequency with which they are pre-
ferred over the current restaurant when the same critique is
applied over the latter in the trail corpus. Given the training
data in Table 2, consider a test case where a restaurant r14
is shown and the user applies the critique livelier. If Entree
recommends r2, r4 and r9, then a frequency based ranking
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induces an order <r4, r2, r9>. This is because the graph for
livelier (Fig. 1) suggests that r4 is preferred two times over
r14 and r2 is preferred once, but r9 is never preferred over
r14.

3.3.2 Critique specific PageRank(CPR)
Consider the simple preference sub-graph in Fig. 2, if r14

r14

r2

r4 r9

1

2
3

Figure 2

is the restaurant being critiqued in the test trail, we note
that the FR algorithm gives r4 as the best recommendation
since it is preferred more frequently over r14 in the training
data. Despite the fact that r9 is never explicitly preferred
over r14, it seems intuitive to promote the ranking of r9,
since it is preferred thrice over r4. This observation is of
central to Critique specific PageRank (CPR), where the hy-
pothesis is:’The utility of a restaurant is high across a certain
critique, if it is preferred over high utility restaurants over
the same critique’

This formulation has its close analogue in that of PageR-
ank[9]. The PageRank algorithm assigns a real number
to each node in a graph with an intent that the higher
the PageRank score of a node, the more “important” it is.
PageRank is generally used in web scenario to measure the
importance of web pages based on the links leading to a
page. With a small modification of the standard PageRank
approach, it can be adapted for weighted graphs as well.
The utility score is computed as shown below:

U(ri) =
∑
j

U(rj)×
wji

Wj
(Wj =

∑
k

wjk) (1)

where U(ri) denotes utility of ri, wji is the weight of edge
from rj to ri. It is important here to note that these utili-
ties are local to the critiquing dimension i.e, if we consider
the graph for nicer and do a PageRank computation on it,
the scores we get for each restaurant is the utility of that
restaurant in the nicer dimension. Given a restaurant and
its critique in a test sub-trail, CPR ranks Entree recom-
mendations based on their PageRank utility scores across
that critique. Note that unlike FR, CPR takes into account
higher order associations between restaurants in the prefer-
ence graph.

3.3.3 Restaurant and Critique specific PageRank
(RCPR)

The recommendations generated by the CPR method are
agnostic to the specific restaurant in the test trail that is
critiqued. In this section we propose a method of mak-
ing PageRank sensitive to each restaurant. Here preference
graphs of critiques are formed specifically for each restau-
rant. There is an important difference in the way edges are
added to the graph. Consider a critiquing cycle of a trail
from r1 through r6,

r1
cheaper−−−−−→ r2

browse−−−−→ r4
browse−−−−→ r3

browse−−−−→ r6
livelier−−−−−→ ....

here for critique cheaper against r1, r6 is preferred over
r2, r4, r3 and hence we add the corresponding edges (r2, r6),

(r3, r6), (r4, r6) to the graph of critique cheaper correspond-
ing to r1. In this manner the graphs are formed by ag-
gregating preferences from all the trails. Some examples of
restaurant and critique specific preference graphs are shown
in Fig. 3 based on the trails in Table 2. Once these graphs

r8 r5

r9

r3

r6

r14

r5 − cheaper

1
1

1

2

2 1

1

1

r14

r15

r12 r4 r2

11 2

1

r14 − livelier

Figure 3: Preference graphs of r5 for cheaper and r14 for
livelier(some isolated nodes are not shown here).

are formed, the PageRank procedure is used to induce an
ordering among the restaurants which can in turn be used
in ranking the recommendations.

3.3.4 Fusion of CPR and RCPR
This method is a linear combination of CPR and RCPR.

Fusionscore = α ∗RCPRscore + (1− α) ∗ CPRscore (2)

where the value of α is determined using cross-validation.
RCPR, unlike CPR, is sensitive to the critiqued restaurant.
However, RCPR suffers from the problem of sparsity i.e,
there may not be enough trails specific to a restaurant to
induce ordering over a significant fraction of Entree recom-
mendations. The fusion approach attempts to make the best
of both worlds, by using CPR for smoothing the preference
models and compensate for RCPR sparsity.

4. EVALUATION
From the Entree dataset used for our experiments we do

not have access to the information about the complete list
of recommended restaurants in each critiquing cycle. All we
know from the trails are the restaurants that users browsed
before picking one. One way of empirically testing the ef-
fectiveness of our approach would be to use the standard
offline approach as in [7]. However, that would require us
to have access to Entree’s similarity measures and not make
best use of the actual user interactions that we have access
to. We thus came up with an alternate evaluation scheme
tailored to critique trails.

Evaluation criteria: In each sub-trail, we see if the or-
der induced by a ranking algorithm helps in reducing the
number of steps needed to reach the preferred restaurant.
Supposing that the restaurants are ranked by the algorithm
and presented to the user, the rank of the one finally picked
by the user is indicative of the effectiveness of the approach.
If the user viewed k restaurants before reaching the preferred
one, the rank r of the preferred restaurant among these k
restaurants as induced by the algorithm is observed. If the
rank r is less than k then the number of steps that can be
reduced is k - r.

Dataset: The dataset consists of user interaction sessions
with the system. It has about 50672 trails collected over
a period of 3 years. For all our experiments we split the
dataset into train and test partitions. Utilities are estimated
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over the train data using approaches in Section 3 and their
effectiveness over the test trails is evaluated. The results
are reported after averaging across 10 different train and
test partitions.

4.1 Results and Observations
The performance of different methods described is shown

in Fig. 4. In Fig. 4a, results are separately shown based on
the number of recommendations user browsed before reach-
ing the preferred restaurant. In Fig. 4b the overall reduction
in number of steps by various methods is compared. The re-
duction in percentage of steps is computed by the formula,

% reduction =
k − r
k
× 100 (3)

where k is size of recommendation list, r is number of steps
needed to reach preferred restaurant. The results show that

(a) The results are divided into bins based on the number
of recommendations(k) browsed before reaching target.

(b) Overall percentage reduction in number steps needed to
reach preferred restaurant

Figure 4

RCPR is doing better than FR but not as good as CPR.
This is due to the sparseness associated with the preferences
available to each restaurant i.e, the restaurant and critique
specific graphs are sparse. Also, it is important to note
that though CPR does not explicitly take into account the
restaurant being critiqued, this limitation is, to some extent,
being compensated by the fact that in all our experiments
ranking is only restricted to products reckoned by Entree as
similar to the critiqued restaurant. Hence the Fusion of CPR
and RCPR is performing the best. From our experiments
the best value of α in Fusion method is observed to be 0.9.

5. CONCLUSION AND FUTURE WORK
Social recommenders that integrate explicit user feedback

on items can benefit from integrating knowledge mined from

users’ implicit interactions with the system as well. This
paper proposes and compares approaches designed with the
goal of improving user experiences by mining relative cri-
tique specific utilities of items from user trails. We proposed
a simple evaluation scheme centered around actual user be-
havior recorded in logs and empirical results demonstrate
the effectiveness of the proposed approaches in reducing the
number of interaction cycles. The work reported here is
a stepping stone towards building plugins that can improve
ranking produced by social recommenders by exploiting user
trails. As a part of future work we would like to study this
in a personalized setting and also add a collaborative flavor
to the recommendation process [2]. The scope can also be
extended by looking at trails outside those that are obtained
from critiquing.
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