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ABSTRACT
User-generated content is a growing source of valuable infor-
mation and its analysis can lead to a better understanding
of the users needs and trends. In this paper, we leverage
user feedback about YouTube videos for the task of affec-
tive video ranking. To this end, we follow a learning to rank
approach, which allows us to compare the performance of
different sets of features when the ranking task goes beyond
mere relevance and requires an affective understanding of
the videos. Our results show that, while basic video fea-
tures, such as title and tags, lead to effective rankings in
an affective-less setup, they do not perform as good when
dealing with an affective ranking task.

Categories and Subject Descriptors : H3.3 [Information
Search and Retrieval]; K.4 [Computer and Society]
General Terms: Human Factors, Experimentation
Keywords: Sentiment Analysis; Social Media Analytics; YouTube

1. INTRODUCTION
Users’ information needs are complex and depend on their

context (e.g. time of the day, mood, location). In this paper,
we leverage social feedback for the task of affective video
ranking. According to [1], while video titles and tags, so
called basic features, are effective for ranking; social feedback
(e.g., views, likes, dislikes, comments) is useful to further im-
prove the retrieval quality. Here, we take one step forward
and suggest that the social feedback and its conveyed emo-
tions and polarity can be even more effective in scenarios
where the information need is less general. For instance, if
a user is looking for videos about “panda bears”, it is possi-
ble that basic features will suffice in the search of relevant
videos, but if the user is looking for “happy videos of panda
bears”, basic features can prove not to be as effective, be-
cause now, besides checking whether a video is relevant for
the query of interest, there is the inherent need to explore
if it is also a happy video, which may not be captured by
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the basic features alone. In this work, we seek to address
the following research question: Can features extracted from
social feedback perform better than basic features when the
retrieval task is within an affective context? We go beyond
the relevance ranking of videos and consider targeting a sce-
nario on which the user’s information need is highly related
to her individual context and affective needs.

2. APPROACH
We seek to leverage social feedback for the task of learn-

ing to rank for joy. For this, we consider a standard learn-
ing to rank framework for Information Retrieval [1, 3]. For
each video, we construct a vector consisting of three sets of
features: basic, social and sentic. Basic features are those
created by the video uploader (video title and tags). Once
a video is uploaded, YouTube users can watch, like/dislike,
favorite, and comment; we call social features the ones ex-
tracted from these interactions [1]. For sentic features, we
first build a profile consisting of all the comments collected
for the corresponding video, then, we perform part-of-speech
tagging on each comment to extract the nouns and adjec-
tives, and finally, we use a term-based matching technique
to associate each term with emotion and polarity values.1

Affective Representation of Videos. In our study, we
use EmoLex, a large set of words described in [4] and anno-
tated according to Plutchik’s psychoevolutionary theory [5].
Plutchik considered the existence of eight primary emotions
forming four opposite pairs, joy-sadness, anger-fear, trust-
disgust, and anticipation-surprise. Based on [2], we define
the sentic vector, sv, for video v ∈ V as follows: Let Tp be the
set of terms extracted from the video’s profile p, and Tm the
set of all terms in EmoLex annotated with emotion m, where
m ∈M ; M := {joy, sadness, anger, fear, trust, disgust, an-
ticipation, surprise}. Then, the mth dimension of sentic vec-

tor sv ∈ R|M| is given by sv[m] :=
∑

t∈Tp
Im(t), where Im(t)

is an indicator function that outputs 1 if the term t ∈ Tp is
associated to emotion m, and 0 otherwise. Finally, we nor-
malize sv to produce a probability vector ŝv = sv

NM
, where

NM is a normalization constant corresponding to the total
number of terms t ∈ Tp associated to an emotion. Similarly,
we compute the polarity tuple (positive, negative) and ap-
pend it to the sentic vector. In this vector, each emotion and
polarity is represented as a real value denoting their degree
of presence in the videos, this gives us insights on how emo-
tional is a video and what is the relation among the emotions
themselves. To each video, a label is assigned representing

1
Complete list of features: http://www.l3s.de/~orellana/info.pdf
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its relevance with respect to a given query; however, we need
each label to also represent the presence of the emotion m1

in a higher degree than the presence of its opposite emotion
m2, e.g., if the relevance label of a video v with respect to
query q is 1 (v is relevant to q), and according to human
annotations, the emotion m1 is associated to v in a higher
degree than m2, then the video relevance label will be 1. On
the contrary, if v is relevant to q but the emotion m1 is ab-
sent, or there is a more dominant presence of m2, then the
video relevance label will be 0. For those cases on which v
is irrelevant to the query, the relevance label is 0. The main
idea behind our labeling is to train models which capture
the affective context C of the users, that is, the subset of
emotions of interest when performing a video search. This
would be useful in scenarios where a user is eager to watch
a video that is not only relevant to a given query, but will
also satisfy her current need of experiencing an emotion m1,
that is, within her affective context C = {m1}.

3. EXPERIMENTAL EVALUATION
Dataset. For a set of around 7,000 queries, we collected

from YouTube the top-300 result videos, corresponding meta-
data and up to 10,000 most recent comments posted for each
video. We also created video uploaders profiles, consisting of
the number of uploaded videos, total views for these videos,
and subscribers. Our first goal is to define the ground truth
for our task of learning to rank for joy, that is, each video
should have a label that represents its relevance with respect
to a given query as well as the presence of the emotion m1,
which is in the affective context, m1 ∈ C, in a higher degree
than the presence of its opposite emotion m2. To this end,
we proceed in two stages: Stage 1: Elicit relevance judgments
and Stage 2: Elicit affective judgments. In Stage 1, we first
need to know how relevant is each video v to its correspond-
ing query q. We perform this labeling as described in [1].
In Stage 2, we carry out a second annotation phase, we ask
4 users to annotate all the videos in our collection (after
Stage 1) according to the emotions they experience while
watching the videos. We presented a video at a time, and
asked the user What emotion would you associate this video
with? The possible answers were: (i) joy, (ii) sadness, (iii) is
neutral, and (iv) the video cannot be accessed. With the re-
sulting annotations, and after defining the affective context
as C = {m1}, where m1 = joy, towards which we will focus
the ranking task, we define the videos’ relevance labels as
follows: if the video is relevant and associated to m1 more
than to m2 = sadness, then the label is 1, otherwise is 0.
That is, we require the video to be relevant and associated
to the emotion joy.

In our experiments, we use RankSVM [3] to learn the
ranking function because it exhibits the highest ranking per-
formance for NDCG@10, when using only basic features for
video retrieval [1]. We learn three different ranking functions:
Basic. Uses only basic features for training and corresponds
to our baseline. Social and Sentic. Trained using social
and sentic features. All. Uses all the features (basic, social,
sentic) for training. Using grid search, we found that setting
the value of SVM cost constant to 10 (c = 10), led to the
best results in all the models evaluated in our experiments.

Results. For a set of 50 queries, we conducted 10 rounds
of cross validation experiments, each one consisted of 45
queries for training and 5 queries for testing. As evalua-
tion metrics we used P@10, MAP, NDCG at 5 and 10, as

well as Mean NDCG. We report the average ranking perfor-
mance over the ten rounds, for each of the models. Figure 1
shows the results of our experiments. In this sentic ranking
scenario, the ranking function trained on social and sen-
tic features clearly outperforms the one trained using basic
features, in particular, for NDCG@5, NDCG@10 and Mean-
NDCG, which shows that if we exploit social feedback, we
can successfully address a specific sentic task. The ranking
model trained on the set of all features, while outperforming
the baseline, does not reach the performance of the model
corresponding to the social and sentic. Overall, we can see
that basic features, which show a good performance retriev-
ing relevant videos, are not necessarily good for the task of
affective learning to rank.
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Figure 1: Average Ranking Performance.

4. CONCLUSIONS AND FUTURE WORK
Our goal in this paper was to explore if features extracted

from social feedback perform better than basic features (video
title and tags) when the retrieval task requires an affective
understanding of YouTube videos. To this end, we went be-
yond a general relevance ranking model for video retrieval,
which ignores the emotions associated to the videos, towards
an affective setting. Our results show that the ranking func-
tions learned based on social and sentic features, outperform
the ones learned based on basic features. We focus on a par-
ticular pair of emotions, joy and sadness, which can be use-
ful in many scenarios, e.g., when users are looking for videos
that will help them change their mood from sad to happy.
However, our approach can easily adapt to a broader affec-
tive context that includes more or different emotions. As
future work, we plan to leverage our affective approach for
recommender systems, where the emotions extracted from
social feedback will enhance personalization engines with
better sentic capabilities.
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