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ABSTRACT
Navigating websites represents a fundamental activity of users on
the Web. Modeling this activity, i.e., understanding how predictable
human navigation is and whether regularities can be detected has
been of interest to researchers for nearly two decades. This is cru-
cial for improving the Web experience of users by e.g., enhancing
interfaces or information network structures.

This thesis envisions to shedding light on human navigational
patterns by trying to understand, leverage and improve human nav-
igation on the Web. One main goal of this thesis is the construc-
tion of a versatile framework for modeling human navigational data
with the use of Markov chains and for detecting the appropriate
Markov chain order by using several advanced inference methods.
It allows us to investigate memory and structure in human naviga-
tion patterns. Furthermore, we are interested in detecting whether
pragmatic human navigational data can be leveraged by e.g., being
useful for the task of calculating semantic relatedness between con-
cepts. Finally, we want to find ways of enhancing human naviga-
tion models. Concretely, we plan on incorporating prior knowledge
about the semantic relatedness between concepts to our Markov
chain models as it is known that humans navigate the Web intu-
itively instead of randomly. Our experiments should be conducted
on a variety of distinct navigational data including both goal ori-
ented and free form navigation scenarios. We not only look at nav-
igational paths over websites, but also abstract away to navigational
paths over topics in order to get insights into cognitive patterns.
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1. INTRODUCTION AND PROBLEMS
Human navigation in networks has been playing a crucial role

for both navigators as well as researchers for decades. Initiated
by one of the most well-known experiments on human navigation
by Stanley Milgram [20], researchers got particularly interested in
understanding and leveraging human navigation patterns as well
as improving models of human navigation. In Stanley Milgram’s
so called “small-world” experiments randomly chosen persons re-
ceived the task of sending a letter to a target person in Boston. The
experiment was built upon the limitations that the persons do not
know the target in person, but send the letter through their local so-
cial network. Even though of this limitation, the results indicated
that the target person could be reached with six steps on average
which formed the well-known term “six degrees of separation”.

With the appearance and steady rise of the Web in the 90s the in-
terest on human navigation has been extended to information net-
works on the Web. When navigating a set of pages on the Web,
users typically need to tap into their intuitions about real-world
concepts and the perceived relationships between them in order
to progress towards their set of targeted pages. It is also known
that humans tend to find intuitive paths instead of necessarily short
paths [32] and that they navigate the Web rationally instead of ran-
domly [8]. Early work by Huberman et al. [15] already showed
that such human navigation exhibits strong regularities in the dis-
tributions of user page visits on a website. This study was followed
by many others who tried to thoroughly investigate human naviga-
tion models (e.g., [12]). Just recently, Wang and Huberman [31]
confirmed these observations by showing that sequences of online
activities exhibit regularities. This also applies to human activities
in general and may be reasoned by inherent regularities of human
behavior in general [28].

Problems. There has been a vast amount of previous works that
tried to model human navigation on the Web. One of the most fre-
quently used model for this task is the Markov chain model [23],
where webpages are represented as states and hyperlinks as proba-
bilities of navigating from one page to another. Predominantly, the
Markov chain model has been memoryless in a wide range of works
(e.g., Google’s PageRank [5]) indicating that the next state only de-
pends on the current state of a user’s Web trail. Contrary, above
mentioned regularities in human navigation may indicate that such
a memoryless model for explaining human navigation on the Web
is not enough. This leads to the lack of a concrete understanding
of human navigation on the Web.

Furthermore, the mostly intuitive navigational paths may also be
leveraged in order to improve different tasks on the Web. One po-
tential application is the improvement of the computation of seman-
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tic relatedness between concepts which represents a fundamental
challenge on our way to a semantically-enabled web. While a large
amount of methods for this task exists, they mostly only capture
semantics from a limited set of people (e.g., those users that cre-
ate content on the Web), while they neglect pragmatics (i.e., how
the Web is used). These pragmatic patterns could be abstracted
by human navigational trails which consequently, may help us to
improve the task of computing semantic relatedness.

The final problem that should be tackled in this PhD thesis is the
improvement of human navigation on the Web. E.g., this is nec-
essary in order to improve the users’ Web experience by improving
user interfaces or information network structures [3]. Similarly to
the previous problem, where we mentioned that human navigation
might improve the computation of semantic relatedness between
concepts, we may also be able to apply the other way around and
use semantic relatedness scores between concepts – e.g.,websites –
for enhancing models of human navigation. As humans tend to nav-
igate intuitively – navigation is also guided by information scent [8]
– they might prefer navigating semantically similar pages instead
of very distinct ones.

Contributions. Concretely, the – partly expected – main con-
tributions of this work are threefold: (i) We develop a framework
for better understanding human navigation on the Web and shed
light on the memory and structure in human navigation patterns by
using Markov chain models. (ii) We leverage human navigational
paths through the Web for enhancing the computation of semantic
relatedness scores between concepts. This is done by introducing
a novel and universal method. (iii) We enhance human navigation
models by incorporating prior knowledge about semantic related-
ness scores between concepts.

2. RELATED WORK
In this section we roughly capture the related work for our three

problems we want to tackle in this PhD thesis: (i) understanding,
(ii) leveraging and (iii) improving human navigation on the Web.

Understanding human navigation. Exceeding the work on de-
tecting regularities in human navigation that have been mentioned
in Section 1 of this article, there exists a large array of previous
work that tries to directly model and understand human navigation
on the Web. As previously mentioned, one of the most frequently
applied model for this task is the stochastic Markov chain model [4,
12, 19, 23, 26, 33]. Specific configurations of model parameters –
such as transition probabilities or model orders – have been used to
reflect different assumptions about navigation behavior. The prin-
ciple that human navigation might exhibit longer memory patterns
than the first order Markov chain captures – which is indicated by
the so-called Markovian assumption – has been investigated in the
past (see e.g., [3, 23]). However, higher order Markov chains have
been often disputed because the gain of a higher order model did
not compensate for the additional complexity introduced by the
model [23]. Therefore, it was a common practice to focus on a first
order model since it was a reasonable but extremely simple approx-
imation of user navigation behavior (e.g., [7, 24, 26, 33]). This dis-
cussion was previously picked up again by Chierichetti et al. [10]
who showed that higher order Markov chains might be more ap-
propriate. However, their study does not account for the higher
complexity of such models and the possible lack of statistically sig-
nificant gains of these models which should be an elemental part of
the framework presented in this thesis.

Leveraging human navigation. West et al. [32] have been the
first to leverage human navigational paths for the task of computing
semantic relatedness scores between concepts. Their work demon-

strates the great potential of this approach, but is limited in some
ways: (i) the semantic relatedness between two concepts can only
be calculated if they at least co-occur once in a navigational path,
(ii) the work is limited to a small set of concepts and paths and
(iii) their work was evaluated by some human judges only. Our
proposed method in this work should overcome these problems.

Improving human navigation. In [22] and [6] the authors showed
that semantics affect how user search visual interfaces on websites.
Blackmon et al. [2] also used semantic relatedness scores between
link or header texts of websites and navigational user goals to eval-
uate usability of Web platforms. Similar incorporation of semantics
for the task of detecting web usability issues can e.g., be found in
[1, 9]. Kaur and Hornof [18] applied semantic relatedness method-
ologies (WordNet, LSA and PMI-IR) in order to predict the link
that people would select on a web page. We want to pick up on
these observations and want to directly improve human navigation
models by incorporating information about semantic relatedness
between concept (e.g., websites) as prior knowledge.

3. PROPOSED APPROACH AND METHOD-
OLOGY

In this section we present our proposed approaches and method-
ological concepts for tackling the research problems of (i) under-
standing, (ii) leveraging and (iii) improving human navigation on
the Web which we postulated in Section 1. We also emphasize spe-
cific concepts for evaluating our studies and at the end of this sec-
tion we also describe the datasets we have already used or which
we are planning to use throughout the course of this PhD thesis.

3.1 Understanding human navigation
As already described previously in this article, we want to model

human navigation on the Web by using the well-known stochas-
tic Markov chain models; websites are described as states and the
transition between these states as probabilities of navigating from
one website to another. Formally, a finite and discrete (in time and
space) Markov Chain can be seen as a stochastic process that con-
tains of a sequence of random variables – e.g., X1,X2, . . . , Xn.
One of the most well-known hypotheses about Markov Chains is
the so-called Markovian assumption that postulates that the next
state only depends on the current state and not on a sequence of
preceding ones. Such a first-order Markov chain holds if:

P (Xn+1 = xn+1|X1 = x1,X2 = x2, ..., Xn = xn) =

P (Xn+1 = xn+1|Xn = xn) (1)

We assume time-homogeneity for all our Markov chains and for
simplification we will refer to data as a sequence
D = (x1, x2, ..., xn) with states from a finite set S. Furthermore,
as we are also interested in higher order Markov chains, we can
state that in a k-th order Markov chain the next state depends on k
previous ones. One advantage of such representation is that we can
easily convert higher order Markov chains to first-order Markov
chains by modeling all possible sequences of length k as states and
adjusting the probabilities accordingly. Hence, we can focus on
defining the concepts for first-order chains solely, as this applies
for higher ones as well.

A Markov chain model is usually represented via a stochastic
transition matrix P with elements pij = p(xj |xi) where it holds
that for all i: ∑

j

pij = 1 (2)

28



Figure 1: Demonstration of sliding windows

As we are interested about the appropriate Markov chain order
– i.e., we want to identify memory patterns of humans navigating
the Web – we need to establish methods for such a detection. Intu-
itively, we could think of picking the order with the highest likeli-
hood. However, this is not enough as higher orders will always pro-
duce higher or at least similar likelihoods than lower order Markov
chain models. The reason for this is that the number of parameters
needed increases exponentially for higher orders and hence, this
may result in overfitting1 [21] – we need to note that lower order
models are also always nested within higher order models.

In order to enhance existing work, we want to make use of a
large variety of distinct methods that try to balance the goodness of
fit for a given Markov chain order model with the actual number of
parameters needed [17] – i.e., statistical significant improvements.
We want to focus on two main methodological concepts: (1) Max-
imum Likelihood Estimation and (2) Bayesian Inference2. Both
concepts give us several tools for detecting the best Markov chain
order model in our framework: likelihood ratio test [30], Akaike
information criterion (AIC) [30] and Bayesian information crite-
rion (BIC) [17] for the maximum likelihood estimation and the
Bayesian concept of using the Bayes rule of calculating P (Mk|D)
where Mk represents a model with specific order k and D repre-
sents the data [29]. For a robustness analysis of our model selec-
tion strategies we also use cross-validation for a prediction scenario
(e.g., the next click of a user should be predicted) [10, 21].

3.2 Leveraging human navigation
As mentioned in Section 1 we want to leverage human naviga-

tional paths for calculating semantic relatedness between concepts
users navigate over – e.g., Wikipedia pages. Schuetze and Peder-
sen [25] introduced the method for calculating semantic relatedness
using lexical co-occurrence information between words – or in our
case Web concepts. The basic idea is to represent each concept
as a vector capturing the co-occurrence count to all other concepts
in a multi-dimensional space. We adopt this concept and apply
it to human navigational paths. Concretely, we use second-order
co-occurrence information within paths and calculate the cosine
similarity between co-occurrence vectors, given two concepts. To
capture relatedness of two concepts in a corpus of human naviga-
tion paths, we use sliding windows of a variable size k over the
path sequence. Thereby, we follow the natural assumption that the
distance between two concepts in navigational paths is crucial for
calculating precise semantic relatedness scores.

Figure 1 illustrates how we calculate the co-occurrence between
concepts available in a path with a sample window size of
k = 3. Circles represent articles (e.g., Wikipedia articles), rounded

1This is a similar problem as the famous quote by John von Neu-
mann states: “With four parameters I can fit an elephant, and with
five I can make him wiggle his trunk.”
2Hence, we cover the ideas of both big statistical parties of fre-
quentists and Bayesians.

rectangles represent a window, the solid arrows represent the path
taken and the dashed lines with dotted ends each represent a (sym-
metric) co-occurrence between two concepts. The final co-occurrence
information is then projected to a large matrix where each row rep-
resents the co-occurrence vector of a specific concept, which is then
used for the cosine similarity calculation.

To evaluate semantic relatedness, we compare our results to a
golden standard dataset, specifically the WordSimilarity-353 dataset
[13]. We first map the Web concepts we look at the corresponding
word pairs of the dataset and then calculate the semantic related-
ness scores for each pair using our method and dataset and finally
calculate the accuracy using the Spearman rank correlation. Fur-
ther evaluation techniques like using the output for several NLP
tasks like word sense disambiguation, recommendation or text seg-
mentation are as well possible.

3.3 Improving human navigation
We also plan the reversal of Section 3.2 by improving human

navigational models with prior knowledge about the semantic relat-
edness between concepts users navigate over. We again use Markov
chain models which we described in Section 3.1 for modeling hu-
man navigation. Concretely, we want to apply only the Bayesian
inference approach in this case as it allows us to intuitively in-
corporate prior knowledge to the model – priors allow to model
our prior believe about the parameters before we see the data [29].
However, we first need to calculate the semantic relatedness be-
tween concepts. The methodology used will depend on the type
of concepts we look at. There exists an array of well-performing
methods for calculating semantic relatedness between concepts that
we want to apply for tackling this research problem. Some well-
known methods are: explicit semantic analysis (ESA) [14], latent
semantic analysis (LSA) [11], WordNet based methods like Jiang-
Conrath distance [16] and many more. To evaluate whether this
prior incorporation of semantic relatedness scores between con-
cepts can improve the Markov chain modelling process, we resort
to the Bayesian model selection approach introduced in Section 3.1.

3.4 Datasets
For this thesis we want to study several human navigational datasets.

First of all, we have access to human navigational paths over Wikipedia
pages collected from TheWikiGame3. In this game users have
to navigate over Wikipedia pages in order to reach a predefined
Wikipedia concept starting from a given start page. Further datasets
which we have already preprocessed are: (i) Wikispeedia4 which is
a similar game to the Wikigame and which has already been in-
vestigated in previous work by West et al. [32], (ii) navigational
data from MSNBC5 and (iii) human navigational paths over the
collaborative tagging system BibSonomy6. Furthermore, we are in
the process of acquiring click trails from users at the University of
Indiana7. For our experiments we also abstract away from navi-
gational paths over Web pages to navigational paths over topics.
To give an example, we take the human navigational paths over
Wikipedia pages from our Wikigame dataset and replace each page
in all paths with a corresponding Wikipedia category. Hence, we
reduce the state space by a large margin which also allows us to get
insights into the cognitive navigational behavior of humans.

3http://thewikigame.com/
4http://wikispeedia.net/
5http://msnbc.com/
6http://www.bibsonomy.org/
7http://cnets.indiana.edu/groups/nan/
webtraffic/click-dataset
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Figure 2: AIC and BIC values of varying order k for various
navigational datasets. The lowest values depict the most appro-
priate models and are illustrated by diamond symbols.

4. PRELIMINARY RESULTS
In this section we present preliminary results that we have al-

ready achieved during the course of this PhD thesis. We focus on
the problems of understanding and leveraging human navigation
on the Web as we have not yet applied our ideas about improving
human navigation models.

4.1 Understanding human navigation
We have constructed a framework that implements the Markov

chain model fitting process for both the maximum likelihood and
Bayesian variants. Furthermore, the framework is capable of de-
termining the appropriate Markov chain order by applying several
model estimation methods described in Section 3.1. Our current
version of this framework can be found online8.

We applied our framework to both goal-oriented navigational
data (Wikigame and Wikispeedia) and free-form navigational data
(MSNBC). We could confirm what we know from theory: It is in-
deed difficult to make plausible statements about the appropriate
order of a Markov chain having insufficient data but a vast amount
of states which results in too complex models. This suggests that
the memoryless model is a plausible model for human navigation
on a page level. Contrary, by representing pages by their corre-
sponding topical category (see Section 3.4) we could identify that
navigation on a cognitive level is not memoryless. Explanatory,
we illustrate the AIC and BIC values for all topical datasets in Fig-
ure 2. We can clearly see that an order of two and respectively three
best explain the observed data, independent whether the naviga-
tion is goal-oriented or free-form. Our other model selection tech-
niques confirm these observations. Further structural investigations
showed that users tend to stay in the same topic while navigating.
However, this is much more frequent for our free form navigational
dataset (MSNBC) as compared to both of the goal-oriented datasets
(Wikigame and Wikispeedia).

4.2 Leveraging human navigation
For tackling the problem of leveraging human navigational paths

for the task of calculating semantic relatedness scores between con-
cepts we have applied our methodological concepts described in
Section 3.2 to our Wikigame dataset. By evaluating the scores
against the WordSimilarity-353 gold standard we could show that

8https://github.com/psinger/PathTools/

Table 1: Semantic relatedness accuracy
Window size None 2 3 4 5

Accuracy 0.644 0.636 0.706 0.713 0.686

human navigational paths indeed may provide a viable source for
calculating semantic relatedness between concepts in information
networks. We found that our method can produce very precise se-
mantic relatedness scores, but as hypothesized the window size is
important. We could achieve the most accurate results by using a
window size of 3 or 4 (see Table 1). Finally, we also found that
not all navigational paths are equally useful. By sampling sub-
sets of paths based on distinct characteristics (e.g., only using paths
with low indegree nodes) we could outperform the complete corpus
available. Preliminary work regarding this topic has already been
published in poster format [27].

5. CONCLUSIONS AND FUTURE WORK
Human navigation on the Web represents a fundamental activity

of Web users. This PhD thesis focuses on three core aspects: under-
standing, leveraging and improving human navigation on the Web.
Each of these three investigations could stand on its own, but this
thesis should combine them in a dynamic way. In this article we in-
troduced preliminary steps in creating a Markov chain framework
that allows us to get detailed insights into memory and structure
in human navigational patterns. Furthermore, we already applied
this framework to a small set of navigational datasets and our pre-
liminary results indicate that human navigation exhibits memory
patterns at least on a cognitive level. Our results also suggest that
human navigational paths are perfectly suited for deriving common
sense knowledge for the task of calculating semantic relatedness
between concepts.

Currently, one limitation of our work is that we partly inves-
tigated navigational data that has been produced by a game and
hence, this may bias our obtained results. However, the data repre-
sents an abstraction of real user navigation in information networks.
In future, we want to focus more heavily on real user navigation by
extending our experiments to such data which we have mostly al-
ready successfully preprocessed. Especially, we want to thoroughly
investigate our navigational dataset from the collaborative tagging
platform BibSonomy which should especially useful for the task
of leveraging navigational paths. We also plan on enhancing our
Markov chain framework and also take a look at navigational data
from different domains (e.g., ontologies). Finally, we want to heav-
ily focus on improving navigational models by incorporating prior
knowledge about the semantic relatedness between concepts as pro-
posed in this article.
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