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ABSTRACT
The detection of communities in various networks has been
considered by many researchers. Moreover, it is preferable
for a community detection method to detect hubs and out-
liers as well. This becomes even more interesting and chal-
lenging when taking the unsupervised assumption, that is,
we do not assume the prior knowledge of the number K of
communities. In this poster, we define a novel model to
identify overlapping communities as well as hubs and out-
liers. When K is given, we propose a normalized symmetric
nonnegative matrix factorization algorithm to learn the pa-
rameters of the model. Otherwise, we introduce a Bayesian
symmetric nonnegative matrix factorization to learn the pa-
rameters of the model, while determining K.Our experiment
indicates its superior performance on various networks.

Categories and Subject Descriptors: H.2.8 [Database
Management]: Database Application-Data Mining

Keywords: community, hubs, outliers, (Bayesian) NMF.

1. INTRODUCTION
The community structure is arguably the most fundamen-

tal property of most real-world networks. Considering the
large scale of these networks, almost all studies on them in-
evitably starts from the detection of their community struc-
tures. It is now widely agreed that the communities usually
overlap with each other and some members of the network
do not belong to any communities, recognized as outliers.
Also, some member of a community might be special in the
sense that it is linked with almost all others, known as a
hub. Needless to say, the community structure will great-
ly benefited from the simultaneous detection of hubs and
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outliers. This becomes more interesting and also more chal-
lenging when we do not assume the prior knowledge of the
number K of communities. Pre-determining the number of
communities artificially by guess, even by domain expert,
will not always be plausible. Thus, we may have to learn
the number of communities from the data.

Herein we propose a novel generative model consisting of
a centrality matrix of U vertices and a degree matrix H of
communities. When K is known, we apply a normalized
symmetric nonnegative matrix factorization (NSNMF) al-
gorithm based on KL divergence to learn the two sets of
matrices under the condition. When K is unknown, we ap-
ply a Bayesian symmetric nonnegative matrix factorization
(BSNMF) based method to learn the two matrices and de-
termine the number of communities automatically. Once
learned, matrices U and H enable us to identify overlap-
ping communities, hubs, and outliers altogether.

2. METHODS
In this poster all networks are assumed to be undirected

and unweighted. Our model contains two sets of parameters,
wz and uiz. The soft degree wz of community z is defined to
be the sum of expected degrees of all vertices in community
z. The centrality uiz of vertex i in community z is defined
to be the expected proportion of the degree of i in z. For
each community z, it holds that

∑N
i=1 uiz = 1. The expect-

ed number of edges that lie between vertices i and j can
be written as Âij =

∑K
z=1 uizwzujz. In matrix terminolo-

gy, we have the expected adjacency matrix Â = UHUT ,
where U is the N ×K centrality matrix of vertices, and
H = diag(wT ) is a diagonal matrix obtained from wT =
(w1, w2, ..., wz, ..., wK).

2.1 Normalized symmetric NMF method
When K is known, we apply NSNMF method to learn

the two matrices. Using KL divergence to measure the re-
laxation error, it is defined as

min
U,H≥0

D(A∥Â) =
∑
ij

(Aij log
Aij

Âij

−Aij + Âij). (1)
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Recall the classic NMF problem: minW, B≥0 D(A∥WB).
We can use the traditional multiplicative updating rules to
get W and B. The columns of W and rows of B are divid-
ed by a normalized factor, which gives a normalized N ×K
matrix Ŵ and a normalized K ×N matrix B̂. The nor-
malized factor of each column of W and each row of B can
form the normalized factor vector NW and NBT , respec-
tively. This transforms D(A∥WB) to D(A∥ŴĤB̂), where

Ĥ = diag(NW)diag(NBT ). Further, since the adjacency
matrix A is symmetric, the corresponding elements of W

and BT have a proportional relation. As a result, Ŵ = B̂
T
.

Since
∑N

i=1 uiz = 1, we have minŴ,B̂≥0 D(A∥ŴĤB̂) =

minŴ,Ĥ≥0 D(A∥ŴĤŴ
T
). The parameters are given by

U = Ŵ and H = Ĥ.

2.2 Bayesian symmetric NMF method
In this case that K is unknown, we turn to a Bayesian

symmetric nonnegative matrix factorization (BSNMF) method,
which determines K when learning the parameters.
The expected adjacency matrix Â can be rewritten as

Â = (UH
1
2 )(UH

1
2 )T = WWT . Thus, we need to figure

out W and B such that Â = WB and B = WT . In order
to solve the problem of model selection, we introduced the
priors β = (β1, ..., βK) on both the columns of W and the
rows of B [4]. These priors are the qualities that control
the irrelevant columns of W and rows of B that do not
contribute to the construction of A. Given the adjacency
matrix A, we can obtain the posterior as:

− log p(W,B,β|A) ∝− log p(A|W,B)− log p(W|β)
− log p(B|β)− log p(β).

(2)

Here we adopt the multiplicative update rules in [4], which
are based on the fast fixed-pointed algorithm for W and
B. We remark that some columns of W and rows of B
are possibly zero vectors, which indicates these columns and
rows do not contribute to the construction of A. As a result,
the number of the non-zero columns ofW, i.e., non-zero rows
of B, gives the number of meaningful communities, i.e., K.
Finally, we can obtain the degree matrix H = (1T

NW)2, and

the centrality matrix U = W(H
1
2 )−1.

Table 1: FVCC comparison between NSNMF and
other methods on real-networks with given K

FVCC (%) Louvain[1] CPM[3] BNMF[4] NSNMF

Karate 97.06 75.00 82.35 100.00
Dolphins 98.39 100.00 83.23 96.15
Friendship6 92.75 82.35 86.39 94.23
Friendship7 91.30 82.35 85.22 94.34
Polbooks 84.76 88.51 81.52 87.10
Word 58.93 62.16 55.36 93.85
Football 93.04 29.20 86.09 94.55
Polblogs 96.17 – 93.15 98.22

2.3 The detection of communities
We order each column of U in nonincreasing order. Let

Ûz denote the ordered column vector of zth column of U,
then we can get Sz as the corresponding column vector for
vertex indices of Ûz. The degree matrix H provides the ex-
pected degree wz of the zth community, and this quality is

Table 2: AC comparison between BSNMF and other
methods on real-networks without given K

AC Louvain[1] CPM[3] BNMF[4] BSNMF

Lesmis 0.3343 0.3612 0.3736 0.2764
jazz 0.3344 0.6140 0.5578 0.5331
neural 0.4816 0.7486 0.7430 0.4864
metabolic 0.5244 0.6248 0.6336 0.3717
email 0.4298 0.5066 0.5429 0.3263
netscience 0.1035 0.2272 0.0416 0.0040

a criterion to cut the rank sequence. We add the vertex in
Sz one by one from top to bottom to this community, until
the sum of degrees of these vertices is no less than wz for
the first time. So the members of the zth community Cz are
the vertices in Sz. Now we get all the communities, all out-
liers expose themselves immediately: they are the remaining
vertices. The hub in community z is the top vertex in Sz.

3. EXPERIMENTS
We make some quantitative comparisons with three com-

munity detection algorithms. The first one, called Louvain
[1], is regarded as one of the best for vertex partition. The
second one, called CPM [3], is the most prominent algorith-
m for overlapping community detection. The third one is
called BNMF [4]. We evaluate NSNMF on eight real-world
networks1 that the number K of communities is known, and
test BSNMF on six networks1 that we do not knowK. FVC-
C is an accuracy metric for networks with known commu-
nities and K, measuring the fraction of vertices classified
correctly, which is suitable to test NSNMF, and the average
conductance (AC) metric of communities [2] can be used to
evaluate BSNMF on networks that we do not know the com-
munities and K. The smaller the AC, the better the result.

The comparison results of NSNMF and BSNMF are sum-
marized in Table 1 and Table 2, respectively. Our best re-
sults are marked by boldface and our second best results
are marked by italic. To sum up, both of NSNMF and BSN-
MF dramatically outperforms the other methods in gerenal.
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