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ABSTRACT

Entity Linking (EL) consists in linking mentions in a docu-
ment to their referent entities in a Knowledge Base. Current
approaches fall into two main categories: local approaches, in
which mentions are linked independently of each other, and
global approaches, in which all mentions are linked collec-
tively. Local approaches often ignore the semantic related-
ness of entities, and while global approaches incorporate the
semantic relatedness, they tend to focus only on directly con-
nected entities, ignoring indirect connections which might
be useful. We present a global EL approach that unifies the
representation of the semantics of entities and documents—
the probability distribution of entities being visited during
a random walk on an entity graph—that accounts for direct
and indirect connections. An experimental evaluation shows
that our method outperforms five state-of-the-art EL sys-
tems and two very strong baselines.

1. INTRODUCTION

Entity linking is the task of assigning identifiers of enti-
ties in a Knowledge Base (KB) to mentions of named enti-
ties in a text document. EL is key for Information Extrac-
tion (IE) but has many other applications. For instance, it
enables expanding or correcting a KB with facts extracted
from documents—this task is called Knowledge Base Popula-
tion [11]. Another application is Semantic Search, an emerg-
ing paradigm of Web search that combines traditional Infor-
mation Retrieval approaches over document corpora with
KB-style query answering and reasoning to offer more accu-
rate and concise answers to Web searches.

EL is challenging due to the inherent ambiguity of natural
language. Most entities can be mentioned in many synony-
mous ways. For instance, retired basketball player Michael
Jordan is commonly mentioned as Air Jordan, Michael J.
Jordan, MJ23, depending on the context. Another problem
is that the same mention may refer to many different enti-
ties (polysemy), again depending on context. For example,
Wikipedia also has entries for a mycologist, a researcher, and
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a football player called Michael Jordan. Having a complete
and accurate synonym dictionary for all entities is imprac-
tical and would not account for other sources of ambiguity,
such as misspellings in the text. For this reason, EL sys-
tems often operate in two steps (1) selecting a broad list of
candidate entities (2) disambiguating them by context.

The current crop of EL systems differ, primarily, in the
disambiguation phase. Local EL approaches (e.g., [2, 3])
treat mentions independently and use local features such as
contextual words or named entities for mention disambigua-
tion. Typically, they rank candidates by similarity of their
feature vectors with that of the article of the mention. One
drawback of local approaches is that they ignore the seman-
tic relatedness [15] between features and mentions, which
can help to solve the feature sparsity issue. For example,
New York City and Big Apple, which are semantically re-
lated, will be less likely to be linked because their spellings
are not similar.

Global EL approaches (e.g., [5, 9, 12, 18]), on the other
hand, take the semantic relatedness between mentions into
consideration and perform EL collectively on all mentions.
Leveraging semantic relatedness can provide additional con-
text information: for example, linking NBA to National Bas-
ketball Association will make it easier to disambiguate the
mention to Michael Jordan. These methods seek to find
an assignment for mentions such that entities in the assign-
ment not only are compatible with the mentions, but also
have maximum internal coherence among all possible as-
signments. As finding such an assignment with maximum
coherence is NP-Hard [12], all global approaches turn to ap-
proximate algorithms or heuristics.

Our approach. One limitation of current global EL meth-
ods is that the way they compute semantic relatedness, by
considering only directly connected entities as the semantic
representation of entities. Doing so, however, ignores enti-
ties that are indirectly connected but semantically related
to the target entity. We improve on this as follows.

We perform a random walk with restart [19], which, as
demonstrated in the personalized PageRank algorithm [8],
can propagate information along a graph and provide a re-
latedness measure between indirectly connected entities. We
use the resulting probability distribution as a notion of relat-
edness between all nodes in the graph and the target node.
We refer to the distribution as a semantic signature, and
use the semantic signature for the relatedness measure in
the EL task. The semantic signature represents the seman-
tics of entities in a more fined-grained manner than the 0-1



weighting in local approaches. Also, by applying the random
walk with restart on a set of target entities, we can compute
the semantic signature of sentences and documents (repre-
sented by the set of target entities). In other words, the
semantic signature is a unified representation that can cap-
ture the semantics of entities, sentences, or documents, and
can greatly facilitate mention disambiguation—the key part
of global EL approaches.
The main contributions of this work are:

e We use the semantic signature to represent the seman-
tics of entities and documents, and help with the entity
linking task.

e We experimentally evaluate our EL system on several
benchmark datasets, and make comparisons with five
state-of-the-art EL systems and two strong baselines.

2. RELATED WORK

Earlier work [2, 3] on Entity Linking exploited local fea-
tures, often neighboring words, to select referent entities
based on their contextual similarity with mentions. Re-
cent EL systems take into account the semantic relations
between mentions and entities, employing various measures
of semantic relatedness computed over an entity graph. Se-
mantic relatedness has been widely used in recent EL sys-
tems [6, 7, 9, 12, 16, 18]. Cucerzan [5] used related named
entities and entity categories for this purpose, while Milne
and Witten [15] exploited links within Wikipedia. However,
they consider only those entities directly linked to the target
entities in their measures.

The approach closest to ours is that of Han et. al [6],
which uses a random walk with restart to obtain a rank
vector for all candidates of mentions, and considers the rank
value in the vector to be the relatedness between a mention
and its candidate. Not unlike the other semantic relatedness
measures, their measure can only compute the relatedness
between two entities. Instead, we use a unified semantic
representation for both documents and entities. As a result,
we can find the similarity of multiple entities and mentions
at once.

The idea of random walk with restart has been applied on
graphs constructed from the WordNet [14], with the station-
ary distribution to represent the semantics of words. It has
been shown to be effective in the word similarity measure-
ment [1, 10], and word sense disambiguation [17]. However,
we are not aware of any previous work applying random walk
with restart for the EL task.

3. PROBLEM FORMALIZATION

DEFINITION 1 (ENTITY LINKING). Given a set of men-
tions M = {ma,...,mn} in a document D, and a knowledge
base KB whose entity set is E, the problem of entity linking
is to find an assignment I : M — E U {NIL}.

As customary, NIL is used to indicate mentions which
cannot be linked to any entity in K B. Also, as introduced
above, global approaches aim to find an assignment I" that is
contextually compatible with mentions, and has maximum
coherence. Formally, the solution to the EL problem is an
assignment I'* maximizing the following objective function:

N

r* = argl{nax <Z o(mi,e;) + \II(F)> , (1)
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in which ¢(m;, e;) measures the context similarity of m; and
e;, and ¥(I") measures the coherence of I'.

3.1 Disambiguation with Semantic Signatures

Our approach is substantially different from the scheme in
Equation 1. First, for each mention m € D, we find C'S(m):
the top-k candidates' from an entity alias list, ranked by
their prior probability P(e;|m). These candidates (and their
neighboring entities) yield a subset of the KB, which we
call KBp. We compute the semantic signature of D from
this K Bp, and also the signatures for each candidate entity
separately. (The details of computing semantic signatures
are given in the next section.)

Let SS(e;) be the semantic signature of an entity in C'S(m),
and SS(D) be the semantic signature of the document D.
We use the cosine similarity to compute the semantic coher-
ence between e; and D as follows:

~ SS5(e;) - SS(D)
[ SS(es) Il SS(D) |l
Our solution to the EL problem is thus: given a mention

m and its candidate entities C'S(m) as above, we assign m
to the entity maximizing:

\I!(ei,D)

(2)

I'(m) = argmax ¥(e;, D)
e, €CS(m)

®3)

Linking to NIL. There are two situations in which our
method will assign NIL to a mention. The first is when
the mention does not have any good candidates—i.e., it is
dissimilar to all entities in the alias list. The second is when
the semantic coherence of the entity maximizing Equation 3
and the document is not high enough. In both cases, we
have application-specific thresholds. In future work, we will
study these thresholds in a variety of settings.

4. SEMANTIC SIGNATURES

We start by describing the construction of an entity graph
from a knowledge base, and then explain the random walk
model and how to compute the semantic signature using the
random walk model on the entity graph.

4.1 Entity Graph Construction

As usual, our KB is derived from Wikipedia. A directed
graph G = (V, E) is constructed from Wikipedia in which V'
is the set of entities, and E is the set of links linking entities.
However, since there are over 4 million entities in Wikipedia,
efficiency will be an issue when computing the probability
distribution necessary for ranking entities. Thus instead of
using the whole graph, we construct a subgraph to improve
the efficiency without sacrificing the performance.

Candidate Generation. The graph construction starts with
the candidate entities of mentions. Given a mention m;,
the first step is to generate the candidates of m; from the
knowledge base. We use an alias dictionary, which maps
aliases to their referred entities, for the candidate genera-
tion. The alias dictionary is built from the Wikipedia page
title, redirect page, disambiguation page, and anchor text of

We set k = 10 in the tests reported here.



links. The candidates of mention m;, are then generated by
matching the mention name against the alias dictionary.

Graph Construction. The entity graph is then initialized
with the candidate entities. To construct a graph that can
better measure the semantics of entities, we expand this ini-
tial graph with entities directly connected to the candidate
entities. When expanding the graph, we prune entities with
low connectivity to limit the size of the graph so as to im-
prove the efficiency of the random walk. In our experiment,
we prune (expanded) entities with in-degree below a thresh-
old (40 in the experiments reported here). However, we
always keep candidates in the entity graph even if their in-
degree is below the threshold, so that uncommon mentions
are still linked. Finally, the expanded graph becomes the
entity graph on which we will run the random walk model
to compute semantic signatures.

4.2 Random Walk with Restart

Given the entity graph and initial values for entities in
the graph 2, the random walk algorithm traverses the graph
and propagates the value of entities to their neighbours in a
proportional way. This process continues until the value of
entities converges to a stationary distribution.

Following links in the entity graph, we visit an entity e;
from entities linking to e;, and compute its value as follows:

>

e;€IN(e;)

ritt r; * Peile;)

(4)

in which IN(e;) is the set of entities linking to e;, and
P(esle;) is the probability to move from entity e; to entity
€;.

As customary, we incorporate a random restart proba-
bility in the preference vector to avoid the issues caused
by sinks and guarantee convergence. Formally, the random
walk model can be modelled as:

Pt =axrtx M+ (1—a)x7,

()

where 7 and 77! are the value vector of entities at iteration
t and t 4+ 1, and M is the transition matrix of the graph
with M;; = P(es;le;). The preference vector ¥ defines the
probability that a surfer randomly jumps to an entity, and
ZU,‘ =1.

When a random walk process converges to a stationary
state, the value vector of entities is called stationary distri-
bution R (3" r; = 1), which is what we use as our semantic
signature.

4.3 Semantic Signature Computation

We describe how to compute the semantic signature of
entities and documents separately.

4.3.1 Semantic Signature of an Entity

To compute the semantic signature of an entity e;, we
need the stationary distribution to be biased towards e;. In
other words, entities that are more semantically related to e;
should be given higher values. A random walk with restart
from e; always restarts from e; with probability 1 — «, and

2 As the initial value does not affect the stationary distribu-
tion, any values summed up to 1 are acceptable, e.g. %
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automatically assigns high value to entities close to e;. So
when we set v; = 1 and v;(j»;) = 0, a random walk with
restart will generate the semantic signature of entity e;.

4.3.2 Semantic Signature of a Document

Theoretically, computing the semantic signature of a doc-
ument is the same as that of an entity. Suppose we represent
a document with entities in an assignment I', and we set the
preference weight of each entity e; € I' to be Fll in the pref-
erence vector U, then the semantic signature of the document
is the stationary distribution computed through the random
walk with restart from entities in I'.

However, there are two issues here. First, the true assign-
ment I' is not available and finding I' is the task of an EL
system. This is a chicken-and-egg problem. Second, a uni-
form weight ﬁ in the preference vector for each entity may
not reflect the importance of these entities in the document.
To solve these two issues, we adopt the following strategies.

For the first issue, we replace the referent entity of mention
m with m’s candidate entities. Given that the prior proba-
bility P(e;|m) is a strong baseline for entity linking (see the
experiment), we propose to approximate the referent entity
using the candidate entities of m, each of which is weighted
by their prior probability. In terms of the preference vec-
tor, we assign the weight of each candidate entity in ¥’ to be
P(e;|m). Formally:

¥; = P(eilm) (6)

and the prior probability (aka. commonness [13]) can be
approximated using the alias dictionary as follows:

count(e;, m)

P(eilm) = (7

count(m)
in which count(e;, m) is the number of times m refers to e; in
Wikipedia, and count(m) is the number of times m appears
as a link in Wikipedia.

As we will show in the experiments, entities with the high-
est prior probability tend to be the referent entities with
very high probability. The advantage of this approxima-
tion is that, on one hand, higher weight is given to entities
with higher prior probability so that the candidate entity
set can capture the semantics of the document, and on the
other hand, referent entities with low prior probability are
still assigned with weights in the preference vector and can
contribute to the semantic representation of the document.

For the second issue, we weight each mention by its impor-
tance in the document, for example, its tf-idf. Integrating
the importance weighting and the approximate entity set,
we define the preference vector as follows:

¥; = importance(m) x P(e;|m)

(8)

in which importance(m) measures the importance of men-
tion m in the document (tf-idf in our experiment),

With the preference vector, the semantic signature of a
document can be computed from a random walk process
with .

4.3.3 Computational Efficiency

The efficiency of computing semantic signature is a con-
cern in our EL system. Suppose there are total K candidates



Datasets
MSNBC AQUAINT ACE2004
Systems Accuracy | F1@MI | F1@MA | Accuracy | F1QMI | F1@MA || Accuracy | F1@MI | F1I@MA
PriorProb 85.98 86.50 87.15 84.87 87.27 87.16 84.82 85.49 87.13
Local 77.43 77.91 72.30 66.44 68.32 68.09 61.48 61.96 56.95
Cucerzan 87.80 88.34 87.76 76.62 78.67 78.22 78.99 79.30 78.22
M&W 68.45 78.43 80.37 79.92 85.13 84.84 75.54 81.29 84.25
Han’11 87.65 88.46 87.93 77.16 79.46 78.80 72.76 73.48 66.80
GLOW 65.55 75.37 77.33 75.65 83.14 82.97 75.49 81.91 83.18
RI 88.57 90.22 90.87 85.01 87.72 87.74 82.35 86.60 87.13
| SemSig || 91.62 | 92.18 | 92.10 || 85.83 | 88.14 | 88.02 || 87.16 | 87.50 | 88.43 |

Table 1: Performance of various EL systems on the MSNBC, AQUAINT, and ACE2004 datasets.

for all mentions in M, we need to compute K + 1 semantic
signatures (K for candidate entities, and 1 for the docu-
ment). To improve the efficiency, we adopt the following
methods. First, we rank candidates by their prior probabil-
ity and keep only the top candidates for each mention (10
in our experiments). Second, we limit the size of the entity
graph by pruning uncommon entities as described above.
Third, we parallelize the computation of the semantic sig-
natures for the candidates.

5. EXPERIMENTS

We now report on an experimental comparison of our EL
method against the state-of-the-art in EL and two baselines.

Datasets. We used 3 benchmarks: (1) MSNBC [5], with 20
news articles from 10 different topics (2 articles per topic)
and 739 mentions in total; (2) AQUAINT, compiled by
Milne and Witten [16], with 50 documents and 727 men-
tions from a news corpus from the Xinhua News Service,
the New York Times, and the Associated Press; and (3) the
ACE2004 dataset [18], a subset of the ACE2004 Corefer-
ence documents with 57 articles and 306 mentions, anno-
tated through crowdsourcing.

We used a Wikipedia dump from June 2013 to test all sys-
tems, except GLOW and RI, which were published with a
dump from May 2013 (we assumed the differences were mi-
nor, and decided that keeping the original data used by their
authors would be preferable). We aligned the annotations
in the benchmarks to the June 2013 dump by replacing old
annotations with their redirected entities and removing an-
notations that do not exist any more. The only change was
for the MSNBC dataset, for which only 739 (of the original
755) could be linked?®.

Evaluation Measures. We use the standard accuracy, pre-
cision, recall, and F1:

|TP|+ |TN|
Accuracy =
|TP|+ |TN|+ |FP|+ |FN|
TP
Precision = A
|TP|+ |FP|
|TP|
Recall =
|TP| + ‘FP| + |FN‘
Fl1 — 2 % Precision x Recall

Precision + Recall

3The datasets available at http://www.cs.ualberta.ca/
“denilson/data/deos14_ualberta_experiments.tgz.
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where TP (true positives) is the set of mentions correctly
linked to an entity; TN (true negatives) is the set of men-
tions correctly linked to NIL; FP (false positives) is the set
of mentions incorrectly linked to entities; and FN (false neg-
atives) is the set of mentions incorrectly linked to NIL.

5.1 Results

The two baselines are PriorProb, which links mentions
to the entities with the highest prior probability P(e;|m),
and Local, which chooses the candidate that maximizes the
local compatibility ¢(e;,m) with the mention. The five
competitor systems are Cucerzan [5]-the first collective EL
system, M&W [16]-a machine learning system for the EL
task, Han’ll [6]-a collective EL system exploiting an en-
tity graph to compute the relatedness and jointly link men-
tions, GLOW [18]-a system combining local and global fea-
tures for entity linking, and RI [4]-the start-of-the art EL
system using relational inference for mention disambigua-
tion. Table 1 lists the results of these EL systems on the
3 datasets in terms of overall accuracy and F1, both across
mentions (micro-averaged, indicated as F1@MI) and across
documents (macro-averaged, F1I@MA).

The performance of the Local baseline indicates that text
features alone cannot solve EL. Combining local compati-
bility with the semantic relatedness, as in Han’l1, provides
substantial gains. The strongest baseline PriorProb outper-
forms many EL systems, which also points to limitations in
the benchmarks—they are biased towards popular entities.
The 5 previous EL systems all build on the assumption that
the true assignment should have the maximum coherence.
Our system, SemSig, which does not make that assump-
tion, outperforms them, which suggests that the coherence
between entities and the document as a whole could be a
better semantic relatedness measure. One possible explana-
tion is that entities that are close in a document are more
likely semantically related, while entities that are far from
each other may not be semantically related. Thus the as-
signment with the maximum coherence may not be the best
assignment.

5.2 TAC Entity Linking 2011

We also evaluated our system on the TAC 2011% Entity
Linking task. One difference between the TAC dataset and
the above datasets is that it contains many more abbrevia-
tions and acronyms, making the mentions more ambiguous.
We perform a query expansion on the abbreviation mentions

‘http://www.nist.gov/tac/2011/



System | Accuracy
LCC 86.1
MS-MLI 86.8
RI 86.1
NUSchime 86.3
SemSig | 86.4

Table 2: Accuracy of various EL systems on the TAC
2011 Entity Linking task.

by extracting definitions of abbreviations using patterns def-
wition (Abbrev) and Abbrev (definition). Table 2 shows the
results of our SemSig system, RI and a few top EL systems
in the submissions, in terms of linking accuracy. SemdSig
is very competitive overall, virtually tying with RI and the
top submissions to the TAC contest. It is worth noting that
the MS-MLI system exploits external web search logs for
candidate generation and additional training datasets.

6. CONCLUSION

Collectively linking entities in a document exploits the as-
sumption that all mentions to named entities in a document
are coherent with one another. Therefore, the choice of how
to measure coherence among entities is crucial for achieving
good results. In this work, we propose to use a probabil-
ity distribution computed from a random walk with restart
over an entity graph to measure the semantics of entities and
documents in a unified way. Our encouraging preliminary
results indicate that this semantic representation can greatly
improve the entity linking results with better performance
than the state-of-the-art EL systems.

Future work. The method described here uses prior proba-
bilities to choose the top-k candidates for each mention, and
is thus biased towards popular entities. This approach is fine
for the current benchmarks, as indicated in our results, and
for applications that process news text, which often deal
with popular entities as well. However, these methods will
not work as well for entities in the “long tail”. Designing
more challenging benchmarks that cannot be solved with
simple baselines like PriorProb would help advance the field.
Our system performs multiple PageRank computations,
making it time consuming if implemented naively. There-
fore, designing proper system infrastructure with the ap-
propriate indexes and/or parallel computing frameworks to
speed up these computations would be interesting. More-
over, other state-of-the-art systems perform other expensive
operations as well, such as accessing the web. Designing
objective and fair benchmarks for comparing these different
approaches in a more holistic way would be of great value.
Finally, our approach, like most other systems, has many
application-specific parameters (recall Section 3) and de-
pends on specific similarity measures (e.g., to filter candi-
date entities). Further studies are needed to understand
how the choice of similarity measures and configuration of
parameters affect the accuracy of our approach.
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