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ABSTRACT
Aspect-based opinion mining from online reviews has attracted a
lot of attention recently. The main goal of all of the proposed meth-
ods is extracting aspects and/or estimating aspect ratings. Recent
works, which are often based on Latent Dirichlet Allocation (LDA),
consider both tasks simultaneously. These models are normally
trained at the item level, i.e., a model is learned for each item sepa-
rately. Learning a model per item is fine when the item has been re-
viewed extensively and has enough training data. However, in real-
life datasets such as those from Epinions.com and Amazon.com
more than 90% of items have less than 10 reviews, so-called cold
start items. State-of-the-art LDA models for aspect-based opinion
mining are trained at the item level and therefore perform poorly
for cold start items due to the lack of sufficient training data. In this
paper, we propose a probabilistic graphical model based on LDA,
called Factorized LDA (FLDA), to address the cold start problem.
The underlying assumption of FLDA is that aspects and ratings of a
review are influenced not only by the item but also by the reviewer.
It further assumes that both items and reviewers can be modeled by
a set of latent factors which represent their aspect and rating dis-
tributions. Different from state-of-the-art LDA models, FLDA is
trained at the category level and learns the latent factors using the
reviews of all the items of a category, in particular the non cold start
items, and uses them as prior for cold start items. Our experiments
on three real-life datasets demonstrate the improved effectiveness
of the FLDA model in terms of likelihood of the held-out test set.
We also evaluate the accuracy of FLDA based on two application-
oriented measures.
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1. INTRODUCTION
The process of buying a product or selecting a service is usually

started with a series of inquires about possible options. Nowadays
the Web has become an excellent source of user opinions which an-
swers all of the user’s questions by itself. However, the amount of
information to be read for decision making is hugely overwhelm-
ing. There are now hundreds of Web resources containing user
opinions, e.g., reviewing websites, forums, discussion groups, and
Blogs, etc. While in most of the reviewing websites, reviewers
assigned overall ratings (as stars) to express the overall quality of
reviewed items, most of the readers usually need more detailed in-
formation than a single rating to make the final decision. For ex-
ample, in the process of buying a digital camera, one may want to
know the quality of zoom, while another may only care about the
ease of use. A 4-star rating for a specific camera may convince
none of them to purchase it without further review reading.

One of the emerging problems in opinion mining, which attracted
a lot of attention recently, is aspect-based opinion mining [17].
Aspect-based opinion mining consists of two main tasks: 1) Ex-
tracting major aspects of items from user reviews, and 2) Predicting
the rating of each aspect based on the sentiments reviewers used to
describe that aspect. Aspects which are attributes or components of
items are usually commented on in reviews to give an overview of
the item quality. For example, ‘zoom’, ‘LCD’ and ‘battery life’ are
some of the aspects of digital cameras. Reviewers express the qual-
ity of each aspect using sentiments which are usually adjectives,
e.g., ‘good zoom’, ‘blurry LCD’ and ‘poor battery life’. These sen-
timents show the level of users’ satisfaction regarding the quality of
each aspect. To provide a summary of review, aspect-based opinion
mining techniques try to interpret sentiments as numerical ratings
(usually in the range from 1 to 5) to provide a rated aspect summary
of reviews, e.g., ‘zoom: 4’, ‘LCD: 2’, and ‘battery life: 1’.

In the last decade several latent variable models have been pro-
posed to address the problem of aspect-based opinion mining, e.g.,
[26, 31, 3, 23, 30, 8, 19, 5, 16, 20]. All of these models are ap-
plied at the item level, i.e., they learn one model per item from the
reviews of that item. Learning a model per item is logical as the
rating of an aspect depends on the aspect quality which usually dif-
fers for different items. However, an issue that has been neglected
in all of the current works is that latent variable models are not
accurate if there is not enough training data. In our recent work
[21], we evaluated the impact of the size of the training dataset on
models for aspect-based opinion mining. We discussed a series of
increasingly sophisticated LDA models representing the essence of
the major published methods in the literature. Our comprehensive
evaluation of these models on a real-life data set proved that while
item level models work well for items with large number of re-
views, they perform poorly when the size of the training dataset is
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small. In fact, the experimental evaluation showed that the basic
LDA model outperforms the more complex models for these items.
Borrowing a term from the recommender systems literature, we call
such items cold start items. In real-life data sets such as those from
Epinions.com and Amazon.com more than 90% of items are cold
start (less than 10 reviews) which indicates there is a great need for
accurate opinion mining models for these items.

In this paper, we introduce the problem of identifying aspects
and estimating their ratings for cold start items. To address this
problem, we propose a probabilistic graphical model based on LDA,
called Factorized LDA (FLDA). The underlying assumption of this
model is that the aspects and corresponding ratings of reviews are
influenced not only by the items but also by the reviewers. It further
assumes that both items and reviewers can be modeled by a set of
latent factors. Item factors represent the item’s probability distribu-
tion over aspects and for each aspect its distribution over ratings. In
the same way, reviewer factors represent the reviewer’s probability
distribution over aspects and for each aspect its distribution over
ratings. FLDA generates aspects and ratings of reviews by learning
the latent factors of items and reviewers.

Different from state-of-the-art LDA models which are learned
per item, FLDA is trained at the category level. Note that, a cate-
gory of items is a set of items sharing common characteristics, e.g.,
MP3 players, scanners, Bed and Breakfast Inns, etc. FLDA gener-
ates each aspect of a review based on both the aspect distribution of
the corresponding item and the aspect distribution of the reviewer.
It further generates the rating of an aspect depending on that aspect,
the rating distribution of that aspect for that item and the rating dis-
tribution of that aspect for the reviewer. These distributions are
trained using the reviews of all the items of a category, in particular
the non cold start items, and serve as prior for the distributions of
cold start items that otherwise could not be learned accurately. In
other words, for cold start items the aspect distribution is mainly
determined by the prior aspect distribution of the category, and the
rating distribution of an aspect is mainly determined by the rating
distribution of the reviewer or by the prior rating distribution of
all reviewers (if the reviewer is cold start, i.e., has written few re-
views). On the other hand, for non-cold start items the aspect and
rating distributions are mainly determined by the observed reviews
of that item.

We report the results of our extensive experiments on three real-
life datasets from Epinions, Amazon, and TripAdvisor. The re-
sults demonstrate the improved effectiveness of the FLDA model
in terms of likelihood of the held-out test set, in particular for cold
start items. We also evaluate the accuracy of FLDA based on two
application-oriented measures: item categorization and overall rat-
ing prediction for reviews. Both applications are performed based
on the learned latent factors. We evaluate these applications by
comparing the accuracy of the learned classifiers with the state-of-
the-art techniques.

The remainder of the paper is organized as follows. The next
section is devoted to related work. Section 3 introduces the prob-
lem statement and discusses our contribution. Section 4 presents
the proposed model, FLDA. Section 5 describes the inference and
estimation techniques for FLDA. In Sections 6 and 7, we report
the results of our experimental evaluation and discuss two applica-
tions of our model. Finally, Section 8 concludes the paper with a
summary and the discussion of future work.

2. RELATED WORK
Most of the early works on aspect-based opinion mining are

frequency-based approaches [7, 18, 1, 22]. These methods usu-
ally mine frequent noun phrases and filter them using certain con-

straints to identify aspects. These techniques tend to produce too
many non-aspects and miss low-frequency aspects [5]. In addition,
frequency based approaches require the manual tuning of various
parameters which makes them hard to port to another dataset [20].
Addressing these weaknesses, latent variable models automatically
learn the model parameters from the data.

While some of the proposed latent variable models are based on
Conditional Random Field [14, 4] or Hidden Markov Model [29,
8], most of them are based on Latent Dirichlet Allocation (LDA),
e.g., [26, 25, 31, 3, 10, 30, 28, 13, 15, 16, 6]. LDA is a generative
probabilistic model of a corpus [2]. The basic idea of this model is
that documents are represented as mixtures over latent topics where
topics are associated with a distribution over the words of the vo-
cabulary. All of the existing LDA-based opinion mining models are
trained at the item level, i.e., from the reviews of a given item. In
the following we will discuss the most recent and most important
LDA-based models presented in the literature.

The model of [3] assumes that all words in a single sentence
are generated from one topic and apply LDA on each sentence to
extract topics (as aspects). The authors of [10] further extend the
model of [3] to extract sentiments related to each aspect. In this
model, each review has a distribution over sentiments and each sen-
timent has a distribution over aspects. To generate each sentence, a
sentiment is first sampled from the review’s sentiment distribution
and then an aspect is chosen conditioned on the selected sentiment.
Each word of the sentence is then generated based on the selected
aspect and sentiment.

An LDA-based model for jointly identifying aspects and senti-
ments is proposed in [31]. This model assumes each review has a
distribution over aspects and another distribution over sentiments.
The authors further assume there are two types of sentiments in a
review: aspect-specific sentiments which are each associated with
only a single aspect (e.g., ‘tasty’ which is associated with ‘food’),
and general sentiments which are shared across different aspect
(e.g., ‘great’). They use two indicator variables to distinguish be-
tween aspects and sentiments based on their Part-Of-Speech (POS)
tags.

The authors of [13] also assume different word distributions for
aspects, sentiments, and also background words (other words). The
model determines whether the word is an aspect, a sentiment, or
a background word, based on the POS tag of that word and the
POS tag of the previous word. This model generates each word
of a review by first choosing an aspect and a sentiment from the
corresponding distributions. Then a word is generated conditioned
on both aspect and sentiment. The rating of each sentiment is also
computed using a normal linear model learned by the overall rating
of review.

In [28] an LDA model is proposed to identify aspects, their rat-
ings, and the weight placed on each aspect by the reviewer. This
model takes the overall ratings assigned by reviewers to that prod-
uct as input. It first samples an aspect from the learned distribution
and selects a word conditioned on the that aspect. Then the sam-
pled word and the aspect together generate the rating of the aspect.
Finally, the aspect weights are sampled from a normal distribution
and the overall rating of review is generated based on the weighted
sum of all the aspect ratings.

The model proposed in [26] considers two types of topics for
each review: global topics and local topics. Global topics corre-
spond to global properties of the product (e.g., product brand) and
local topics are related to the product aspects. The model uses an
indicator variable to select the type of topic for generating each
word of a review. An existing ranking algorithm is used to esti-
mate the rating of aspects based the learned variables. This model
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is further extended in [25] to find the correspondence between the
extracted topics and the product aspects.

The authors of [30] propose a model generating opinion phrases
(pairs of candidate aspect and related sentiment). They first ap-
ply a set of predefined POS patterns on the review text to extract
nouns and related adjectives as opinion phrases. Then the basic
LDA model is applied on each sentence to cluster opinion phrases
into k groups. Similar to [30], in [20] an LDA model, called ILDA,
is proposed to learn from opinion phrases. To identify opinion
phrases, a set of POS patterns are first mined using a seed set of
aspects and related sentiments. These patterns are then applied on
reviews to extract opinion phrases. ILDA assumes the dependency
between aspects and ratings. To generate each opinion phrase, an
aspect is first chosen from a Dirichlet distribution and then a rating
is selected conditioned on the chosen aspect. An opinion phrase is
finally generated based on the selected aspect and rating.

In our recent work [21], we present a set of guidelines for design-
ing LDA-based models by comparing a series of increasingly so-
phisticated probabilistic graphical models based on LDA. We start
with the basic LDA model and then gradually extend the model
by adding latent and observed variables as well as dependencies.
We argue that these models represent the essence of the major pub-
lished methods and allow us to tease apart the impact of various
design decisions. In addition to design choices, we further eval-
uate the impact of the size of the training dataset and the perfor-
mance of different techniques for extracting opinion phrases. We
conduct extensive experiments on a very large real-life dataset from
Epinions.com and compare the performance of different models in
terms of the likelihood of the held-out test set. Based on our exper-
imental results, we find out while for items with many reviews, the
model learning aspects and ratings from opinion phrases with de-
pendency assumption (D-PLDA) performs best, for items with few
reviews (cold start items) the basic LDA model outperforms the
more complex models. We also conclude that using dependency
patterns consistently achieves the best performance for extracting
opinion phrases.

3. PROBLEM STATEMENT AND CONTRI-
BUTION

In the opinion mining literature, an aspect refers to an attribute
or component of an item that has been commented on in a review,
e.g., ‘sleep quality’, ‘internet connection’, and ‘room service’ for a
hotel. Expressing the rating of an aspect by a sentiment, an opinion
phrase is a pair of <head term, modifier> where head term refers
to an aspect and modifier is the related sentiment, e.g. < room ser-
vice, great >, < screen, inaccurate > [19]. Most of the reviewing
websites ask reviewers to express an overall rating (as stars) for the
reviewed item in addition to the review text.

A category of items is defined as a set of items sharing com-
mon characteristics. Categorizations can be performed according
to different criteria and are typically available in online reviewing
websites. For example, hotels may be categorized based on price,
location, price & location, etc. Products can be categorized at high
level, e.g., electronics, toys, sport, etc. or at more specialized level,
e.g., outdoor recreation, team sports, water sports, etc.

Providing aspects and the corresponding ratings does not only
help users gain more insight into the quality of items, but also
enables them to compare different items. The problem of aspect-
based opinion mining addresses this need by performing two main
tasks:

• Aspect identification: Identifying and extracting aspects from
reviews.

• Rating prediction: Estimating the numerical rating of an as-
pect (usually in the range from 1 to 5).

As discussed in section 2, all of the current opinion mining mod-
els are at the item level. However, learning a model at the item
level is not accurate for cold start items, i.e., items that have been
reviewed by few reviewers. Since a very large portion of items in
real-life reviewing websites are cold start, having a proper model
for these items is essential. To address the problem of aspect-
based opinion mining for cold start items, we propose a proba-
bilistic model based on LDA, called FLDA. This model assumes
that both items and reviewers can be modeled by a set of latent fac-
tors. Item’s/reviewer’s factors represent the item/reviewer distribu-
tion over aspects and for each aspect its distribution over ratings.
Each review in the FLDA model is generated based on the learned
factors of the corresponding item and reviewer. It first samples as-
pects in a review from the aspect distributions of the corresponding
item and reviewer, and then generates the rating of each aspect con-
ditioned on that aspect and the rating distributions of that item and
reviewer. For cold start items, the aspect and rating distributions
are mainly determined by the prior aspect distribution of the cate-
gory and the rating distribution of the reviewer (or the prior rating
distribution of all reviewers), respectively. For non cold start items,
the aspect and rating distributions mainly depend on the observed
reviews of that item. In the following section, we will elaborate the
proposed FLDA model in detail.

4. PROPOSED MODEL
In this paper, we introduce a probabilistic model based on LDA,

called Factorized LDA (FLDA), which models not only items but
also reviewers. The FLDA model makes the following assump-
tions:

• A category has a set of aspects which are shared by all items
in that category. For example, {zoom, battery life, shutter
lag, etc.} is a set of aspects shared by all products in the cat-
egory ‘digital camera’. Note that, probabilities of occurrence
of aspects can differ for different items in the category.

• Each item has a distribution over the aspects representing
what aspects of its category are mainly commented on in re-
views of that item. Each of these aspects is associated with a
distribution of ratings.

• Each reviewer has a distribution over the aspects represent-
ing what aspects are more commented on by the reviewer.
The reviewer is also associated, for each aspect, with a rating
distribution.

Based on the above assumptions, to generate a review, aspects
are first sampled conditioned on the aspect distributions of the cor-
responding item and reviewer. The rating of each aspect is then
sampled conditioned on the aspect and the rating distributions of
the item and the reviewer. Finally, opinion phrases are sampled
based on the chosen aspects and ratings. Figure 1 shows the corre-
sponding graphical model. Following the standard graphical model
formalism, nodes represent random variables, edges indicate pos-
sible dependency, shaded nodes are observed random variables,
and unshaded nodes are latent random variables. A box around
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groups of random variables is a plate which denotes replication.
The shaded box represents a review written by a reviewer about
some item. P and U denote the number of items and reviewers,
respectively. K is the number of aspects and N is the number of
opinion phrases in a review. Note that, a random variable is a vari-
able that can take on a set of possible different values, each with an
associated probability.

Figure 1: The graphical model for FLDA

As shown in Figure 1, α and δ are the prior aspect distributions
and χ and γ are the prior rating distributions for the given category.
The basic idea of FLDA is that each item p is represented as random
mixtures over latent aspects, θp, and latent rating, φp, and each
reviewer u is represented as random mixtures over latent aspect,
ϑu, and latent ratings, ϕu. The FLDA model assumes the following
generative process:

1. For each item p, p ∈ {1, 2, ..., P}

(a) Sample θp ∼ Dir(α)

(b) Sample φp ∼ Dir(χ)

2. For each reviewer u, u ∈ {1, 2, ..., U}

(a) Sample ϑu ∼ Dir(δ)

(b) Sample ϕu ∼ Dir(γ)

3. If there is a review by u about p, then for each opinion phrase
< hpun,mpun >, n ∈ {1, 2, ..., N}

(a) Sample apun ∼ P (apun|θp, ϑu) and sample
rpun ∼ P (rpun|apun, φp, ϕu)

(b) Sample hpun ∼ P (hpun|apun, β) and sample
mpun ∼ P (mpun|apun, rpun,π)

where P (hpun|apun, β) and P (mpun|apun, rpun,π) are multi-
nomial distributions. In the following the resulting joint distribu-
tion of the FLDA model is presented:

P (a, r,h,m,θ,φ,ϑ,ϕ|α, χ, δ, γ, β,π) =
P∏
p=1

[P (θp|α)P (φp|χ)]
U∏
u=1

[P (ϑu|δ)P (ϕu|γ)]

P∏
p=1

U∏
u=1

ε(p, u)

N∏
n=1

[P (apun|θp, ϑu)P (rpun|apun, φp, ϕu)

P (hpun|apun, β)P (mpun|apun, rpun,π)] (1)

where ε(p, u) = 1 if there is a review written by u about item
p, otherwise ε(p, u) = 0. The goal is to compute the posterior
distribution of the latent variables given a review:

P (a, r,θ,φ,ϑ,ϕ|h,m, α, χ, δ, γ, β,π) =

P (a, r,h,m,θ,φ,ϑ,ϕ|α, χ, δ, γ, β,π)
P (h,m|α, χ, δ, γ, β,π) (2)

Similar to the basic LDA, due to the coupling between θ and
ϑ with β and also between φ and ϕ with π, the conditional dis-
tribution of latent variables given observed data is intractable to
compute. A wide variety of approximate inference algorithms have
been proposed for LDA models. In this paper, we use variational
inference [2] to compute an approximation for the posterior distri-
bution.

5. INFERENCE AND PARAMETER
LEARNING

In this section, we describe approximate inference and param-
eter learning for the FLDA model, adopting a variational method.
As computing the posterior distribution of the latent variables for
FLDA is intractable, we obtain a tractable lower bound by modify-
ing the graphical model through considering a variational parame-
ters for generating each latent variable. In particular, we simplify
FLDA into the graphical model shown in Figure 2.

Figure 2: Graphical model representation of variational distri-
bution for FLDA

This model specifies the following variational distribution on the
latent variables:
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Algorithm 1 E-step of Variational Inference for FLDA

1: initialize µ0
puni = 1/k for all p, u, n and i

2: initialize η0punj = 1/5 for all p, u, n and j
3: initialize σ0

pi = αi + (N × U)/k for all p and i
4: initialize $0

pij = χij + (N × U)/(k × 5) for all p, i, j
5: initialize o0ui = δi + (N × P )/k for all u and i
6: initialize τ0uij = γij + (N × P )/(k × 5) for all u, i, j
7: repeat
8: for p = 1 to P do
9: for u = 1 to U do

10: if ε(p, u) == 1 then
11: for n = 1 to N do
12: for i = 1 to k do
13: µt+1

puni = βix
∏5
j π

ηtpunj

ijy exp(ψ(σtpi)ψ(o
t
ui) +∑5

j η
t
punjψ(τ

t
uij)ψ($

t
pij))

14: end for
15: normalize µt+1

puni to sum to 1
16: for j = 1 to 5 do
17: ηt+1

punj =
∏K
i π

µt
puni

ijy exp(
∑K
i µ

t
puni

ψ(τ tuij)ψ($
t
pij))

18: end for
19: normalize ηt+1

punj to sum to 1
20: end for
21: end if
22: end for
23: end for
24: for p = 1 to P do
25: σt+1

p = α+
∑U
u

∑N
n µ

t+1
punψ(o

t+1
u )

26: $t+1
p = χ+

∑U
u

∑N
n µ

t+1
punη

t+1
punψ(τ

t+1
u )

27: end for
28: for u = 1 to U do
29: ot+1

u = δ +
∑P
p

∑N
n µ

t+1
punψ(σ

t+1
p )

30: τ t+1
u = γ +

∑P
p

∑N
n µ

t+1
punη

t+1
punψ($

t+1
p )

31: end for
32: until convergence

Q(θ,φ,ϑ,ϕ,a, r|σ,$,o, τ ,µ,η) =

P∏
p=1

[Q(θp|σp)Q(φp|$p)]

U∏
u=1

[Q(ϑu|ou)Q(ϕu|τu)]

P∏
p=1

U∏
u=1

ε(p, u)

N∏
n=1

[Q(apun|µpun)Q(rpun|ηpun)] (3)

where the Dirichlet parameters σ, $, o and τ , and the multi-
nomial parameters µ and η are free variational parameters. The
KL-divergence between the variational distribution and the true
posterior should be minimum to have a good approximation. To
this end, we set the derivative of the KL-divergence with respect
to variational parameters equal to zero, to obtain the update equa-
tions. The update equations are invoked repeatedly until the change
in KL-divergence is small.

Algorithm 1 presents the pseudo-code of the variational infer-

Algorithm 2 M-Step of Variational Inference for FLDA

βix =
∑P
p

∑U
u

∑N
n µ

∗
punih

x
pun

πijy =
∑P
p

∑U
u

∑N
n µ

∗
puniη

∗
punjm

y
pun

αnew = αold −H(αold)
−1g(αold)

χnew = χold −H(χold)
−1g(χold)

δnew = δold −H(δold)
−1g(δold)

γnew = γold −H(γold)
−1g(γold)

ence procedure where βix is P (hxpun = 1|aipun = 1) for the ap-
propriate x and πijy is P (my

pun = 1|aipun = 1, rjpun = 1) for the
appropriate y. Recall that hpun and mpun are vectors with exactly
one component equal to one. We can select the unique x and y such
that hxpun = 1 and my

pun = 1 [2].
By computing the approximate posterior, we can find a lower

bound on the joint probability, P (a, r,θ,φ,ϑ,ϕ). Using this
lower bound we can find approximate estimates for FLDA param-
eters via an alternative variational EM procedure [2]. The varia-
tional EM algorithm alternates between Expectation (E-step) and
Maximization (M-step) steps until the bound on the expected log
likelihood converges. The variational EM algorithm for FLDA is
as follows1:

1. (E-step) For each review, find the optimizing values of the
variational parameters σ∗, $∗, o∗, τ∗, µ∗, and η∗ (using
Algorithm 1).

2. (M-step) Maximize the resulting lower bound on the log like-
lihood with respect to the model parametersα, χ, δ, γ, β, and
π (using Algorithm 2).

The M-step update for the Dirichlet parameters α, χ, δ and γ are
implemented using the Newton-Raphson optimization technique
that finds a stationary point of a function by iterating [2]. In Al-
gorithm 2, H(x) and g(x) are the Hessian matrix and gradient re-
spectively at the point x.

Note that, to deal with over fitting, we smooth all the parameters
which depend on the observed data by assigning positive probabil-
ity to all vocabulary terms whether or not they are observed in the
training set.

6. EXPERIMENTS
In this section, we first briefly describe the real-life datasets we

used for our experiments and then present the results of the exper-
imental evaluation of the FLDA model. We evaluate the perfor-
mance of the model in terms of likelihood of the held-out test set
and also based on two application-oriented measures for categoriz-
ing items and predicting reviews overall ratings.

6.1 Datasets
To evaluate the proposed model, we performed experiments on

three real-life datasets from Epinions [21], Amazon [9], and Tri-
pAdvisor [27]. In each dataset, we select items with at least one
review. For preprocessing, we adopt the dependency pattern tech-
nique to identify opinion phrases in the form of a pair of head term
and modifier. This technique results in the best performance in

1The detailed derivation of the variational EM algorithm is avail-
able at http://http://www.sfu.ca/~sam39/FLDA/
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(a) Epinions (b) Amazon (c) TripAdvisor

Figure 3: Log-log plot of #reviews vs. #items

(a) Epinions (b) Amazon (c) TripAdvisor

Figure 4: Log-log plot of #reviews vs. #reviewers

Table 1: General statistics of different datasets

Dataset Epinions Amazon TripAdvisor
#Categories 379 38 5
#Reviews 541,219 5,016,492 181,395

#Reviewers 109,857 1,761,879 117,976
#Items 87,633 1,108,018 1,496

compare to other preprocessing techniques according to [21]. In
Table 1, general statistics of these datasets are shown.

Regarding item categories, we used the available categorization
in each dataset which were mostly at a high level (5 hotel cate-
gories based on their number of stars for TripAdvisor, 38 general
categories for Amazon, and 379 product categories for Epinions).
Table 2 shows some sample categories for each dataset.

All of the current works report only the average number of re-
views per item, somehow masking the large percentage of cold
start items in real-life datasets. In fact, cold start items are nor-
mally ignored in learning latent variable models. In order to show
the variance in the numbers of reviews, Figures 3 and 4 show the
distributions of #reviews per item and #reviews per reviewer in dif-
ferent datasets, respectively.

Not surprisingly, in the Epinions and Amazon datasets both dis-
tributions follow a power law. We can see that a large number of
items has only a few reviews, and a few items have a large num-
ber of reviews (Figures 3(a) and 3(b)). A similar property can be
seen in the log-log plot of the number of reviews vs. the number of
reviewers (Figures 4(a) and 4(b)). In the TripAdvisor dataset, the

Table 2: Sample categories of each dataset

Dataset Sample Categories
Epinions Accessories, Blazers, Dresses, Outerwear,

Pants, Shirts, Skirts, ...
Amazon Apparel, Electronics, Computers, Baby,...

TripAdvisor 1-star, 2-star, 3-star, 4-star, 5-star

distribution of the number of reviews per reviewer (Figures 4(c))
also follows a power law. However, the relationship between the
number of reviews and the number of hotels (Figure 3(c)) is below
an ideal straight line for the first few points, since there are surpris-
ingly few hotels with fewer than 50 reviews.

These power law distributions point out substantial diversity among
items in real-life review datasets. To analyze the performance of the
comparison partners separately on different types of items, we cat-
egorize items of each dataset into 5 groups based on the number of
reviews. Table 3 shows the percentage of items in each dataset with
the specified number of reviews.

Table 3: Percentage of items in each item group

Item Groups Epinions Amazon TripAdvisor
1 < #Rev ≤ 10 90% 91% 0%
10 < #Rev ≤ 50 8% 7% 31%
50 < #Rev ≤ 100 1% 1% 30%
100 < #Rev ≤ 200 < 1% < 1% 24%

200 < #Rev < 1% < 1% 14%
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(a) LDA (b) D-PLDA (c) I-FLDA

Figure 5: Comparison partners: LDA and D-PLDA are state-of-the-art models, I-FLDA is a simplified version of FLDA

In the Epinions and Amazon datasets, more than 90% of products
have less than 10 reviews which are considered cold start items.
The TripAdvisor dataset has larger numbers of reviews per item.
However, as Table 3 shows 31% of hotels have been reviewed by
less than 50 reviewers which can be considered cold start in this
dataset. These statistics clearly indicate that there is a need for
opinion mining models with the focus on cold start items.

Table 4 also presents the average number of reviews per item for
the defined item groups. It suggests that the average numbers of
reviews for cold start items are indeed very small (2 for Epinions
and Amazon, 25 for TripAdvisor) which makes it hard to learn an
accurate model for these items.

Table 4: Average #reviews per item in each item group

Item Groups Epinions Amazon TripAdvisor
1 < #Rev ≤ 10 2 2 0
10 < #Rev ≤ 50 16 18 25
50 < #Rev ≤ 100 53 62 54
100 < #Rev ≤ 200 114 122 107

200 < #Rev 324 338 297

6.2 Comparison Partners
We compare FLDA with the basic LDA model that generates

all words of reviews [2] (Figure 5(a)) and the D-PLDA model pre-
sented in [21] (Figure 5(b)). We selected these two models as com-
parison partners since experimental evaluation in [21] showed that
the basic LDA performs best for cold start items and D-PLDA out-
performs other models for non cold start items. Note that, FLDA
adopts the same model for generating opinion phrases as D-PLDA,
i.e., they have the same inner plate in the graphical model. Both
LDA and D-PLDA are trained at the item level and D is the num-
ber of reviews for the given item. To tease apart the impact of
the two major changes between D-PLDA and FLDA, we also com-
pare a simplified version of FLDA, called I-FLDA, that does not
model reviewers and their parameters but is trained at the category
level(Figure 5(c)).

6.3 Quantitative Evaluation
In this section, we evaluate the generalization performance of

all comparison partners based on the likelihood of a held-out test
set, which is standard in the absence of ground truth. For com-
parison, we trained all the latent variable models using EM with
exactly the same stopping criteria and for various numbers of as-
pects, k = {5, 10, 15, 20, 25}. Since the relative results are similar
for different values of k, we choose k = 15 for our discussion.

In the performance comparison, the goal is achieving high like-
lihood on a held-out test set. We hold out 10% of the reviews for
testing purposes and use the remaining 90% to train models. As is
standard for LDA models [2, 30, 20], we computed the perplexity
of the held-out test set. A strong correlation of the perplexity and
the accuracy (which can be computed only if ground truth is avail-
able) of aspect-based opinion mining models is shown in [21]. The
perplexity is monotonically decreasing in the likelihood of the test
data, and a lower perplexity score indicates better performance. For
a test set of N reviews, the perplexity is defined as [2]:

perplexity(Dtest) = exp{−
∑D
d=1 logP (hd,md)∑D

d=1Nd
} (4)

Table 5 and Figure 6 present the perplexity results of FLDA and
the comparison partners for different groups of items in different
datasets. The first observation, that has already been discussed in
[21], is that the D-PLDA model outperforms LDA in all datasets
for non cold start items. However, for cold start items it has higher
perplexity than LDA, indicating poor performance of the model in
the absence of enough training data. We can also observe that I-
FLDA, which is trained at the category level but does not model
reviewers, achieves lower perplexity than D-PLDA, especially for
cold start items. This better performance can be explained by the
fact that I-FLDA is trained at the category level and learns the latent
factors using the reviews of all the items of a category, in particular
the non cold start items, and uses them as prior for cold start items.

Finally, we note that in all datasets and for all item groups, FLDA
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Table 5: Perplexity comparison of different item groups in different datasets

Item Groups LDA D-PLDA I-FLDA FLDA
1 < #Rev ≤ 10 4413.65 5413.65 4187.98 3287.98
10 < #Rev ≤ 50 2338.67 1975.34 1903.45 1687.67
50 < #Rev ≤ 100 1671.23 592.39 588.61 468.12
100 < #Rev ≤ 200 1394.72 164.18 153.02 133.90

200 < #Rev 1385.99 142.37 142.16 140.35

(a) Epinions

Item Groups LDA D-PLDA I-FLDA FLDA
1 < #Rev ≤ 10 5019.79 5653.79 4302.45 3494.01
10 < #Rev ≤ 50 2434.71 2159.02 1931.34 1833.66
50 < #Rev ≤ 100 1183.14 769.77 756.09 744.18
100 < #Rev ≤ 200 993.78 339.69 331.45 318.49

200 < #Rev 869.25 177.08 173.15 172.45

(b) Amazon

Item Groups LDA D-PLDA I-FLDA FLDA
1 < #Rev ≤ 10 - - -
10 < #Rev ≤ 50 3446.61 3518.95 2898.56 2725.76
50 < #Rev ≤ 100 3336.61 2673.19 2394.09 2301.31
100 < #Rev ≤ 200 2943.46 1003.09 892.59 843.91

200 < #Rev 1438.59 363.20 362.74 359.03

(c) TripAdvisor

consistently outperforms LDA, D-PLDA and I-FLDA. These find-
ings show that FLDA’s assumptions regarding using the category
level information for aspect extraction and the user modeling for
rating prediction are appropriate. The perplexity gain of FLDA is
most notable for cold start items underlining the effectiveness of
FLDA in modeling such items. For items with large numbers of
reviews, FLDA can slightly improve the performance of I-FLDA
by also modeling reviewers. Comparing the results of FLDA, I-
FLDA and D-PLDA shows that when there is enough training data
(reviews), learning a model at the item level is promising.

7. APPLICATIONS
In the following sections we perform two application-oriented

evaluations to demonstrate the gains of FLDA in practice.

7.1 Item Categorization
One of the applications of category-level models is the ability of

categorizing new items based on their reviews, e.g., identifying the
class of a hotel (1 to 5 star), or type of a book (e.g., children’s
books, textbooks, audio books, magazines, etc.) based on their
reviews. This feature is especially beneficial when working with
uncategorized reviews, e.g., forums, Blogs, discussion groups, etc.

In [2], Blei et al. proposed to use the basic LDA model for docu-
ment classification. In particular, LDA is used as a dimensionality
reduction method, as it reduces any document to a vector of real-
valued features, i.e., the posterior Dirichlet parameter associated
with each document. The parameters of an LDA model are learned
using all the documents, without reference to their true class la-
bel. The topic distribution provides a low-dimensional representa-
tion (feature vector) of a document, and a support vector machine
(SVM) is trained on these feature vectors to distinguish the classes.

In our scenario, we can adopt the same approach for item catego-
rization. The FLDA model can be used to produce feature vectors
for item categorization as follows. We first estimate the parame-

ters of the FLDA model using all the reviews of all items of all
categories. The learned topic distribution σ of an item is used as
the feature vector of that item, and an SVM classifier is trained
on these feature vectors to classify items into categories (FLDA-
SVM). Note that, the topic distribution of an item in this model
cannot be interpreted as the aspect distribution of the item.

Since the LDA and D-PLDA models learn topic distributions of
reviews, not items, they cannot be directly used as comparison part-
ners for item categorization. However, by applying these models at
the category level, we can obtain the topic distribution of items as
item feature vectors. These models use all reviews of all items of all
categories to learn the feature vectors of items (similar to FLDA-
SVM). As a baseline, we also train a classifier on simple bag-of-
words features (BOW-SVM). Table 6 shows the accuracy of SVM
classifiers for cold start and non cold start items trained on different
feature spaces.

Table 6: Average accuracy of SVM classifier trained on differ-
ent feature sets for item categorization

Dataset Epinions Amazon TripAdvisor
Item Type cold non cold non cold non

BOW-SVM 64% 88% 62% 88% 68% 91%
LDA-SVM 71% 90% 67% 91% 73% 93%

D-PLDA-SVM 79% 96% 75% 94% 85% 97%
FLDA-SVM 83% 96% 79% 95% 86% 97%

The first observation is that for all feature sets the accuracy of
item categorization is higher for non cold start items than for cold
start items. This was predictable as there is more training data for
non cold start items. Comparing BOW-SVM with LDA-SVM and
D-PLDA-SVM, we can see an increase in classification accuracy
by using the LDA-based features. This suggests that the topic-
based representation provided by LDA can be useful for feature
selection in item categorization. We also observe that the classifi-
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cation accuracy is substantially improved by using FLDA features.
This suggests that the learned item factors of FLDA can provide a
more accurate low-dimensional feature set for item categorization.
Note that the LDA-based models (k = 15) reduce the feature space
of the Epinions, Amazon, and TripAdvisor datasets by 97%, 99%,
and 92%, respectively compared to all word features.

(a) Epinions

(b) Amazon

(c) TripAdvisor

Figure 6: Perplexity results of all comparison partners for dif-
ferent datasets

7.2 Overall Rating Prediction for Reviews
In most of the reviewing websites, reviewers are asked to assign

an overall rating (as a number in some given range) to express their
overall level of satisfaction with the reviewed item. However, in
other repositories of reviews, such as forums and Blogs, such over-
all ratings are not normally provided. One of the applications of
FLDA is the ability of predicting the overall rating of a review. As
each review is written by a reviewer about an item, the overall rat-
ing of a review depends on both item and reviewer factors. The
aspect and rating distributions of items and reviewers learned by
the FLDA model can be used for computing the overall rating of
the review as follows.

In recommender systems, Matrix Factorization (MF) is employed
to factorize the user× item rating matrix to predict the rating of a
user for an item [24, 11, 12]. Inspired by this model, we can com-
pute the overall rating of an item by a reviewer using the learned
item and reviewer factors. In the FLDA model, the latent aspect
distribution of review dpu is determined by the aspect distributions
of the corresponding item, p, and reviewer, u, and is denoted by
P (a|θp, ϑu). In the same way the latent rating distribution of re-
view dpu is denoted by P (r|a, φp, ϕu). According to the prob-
abilistic MF model, the distribution of the overall ratings oup for
user u and item p, can be computed as follows:

P (oup = r) =
∑
a

P (a|θp, ϑu)P (r|a, φp, ϕu) (5)

Since in the review datasets we used, ratings are chosen from the
set {1, 2, 3, 4, 5}, we define 5 classes of overall ratings. For each
item we train an SVM classifier on the distribution of the overall
ratings acquired by Equation (5) to classify the overall rating of a
given review (FLDA-SVM). As comparison partners, we train two
classifiers on the review feature vectors generated by LDA (LDA-
SVM) and D-PLDA (D-PLDA-SVM). The review feature vector of
LDA is the topic distribution of the review, and the review feature
vector of D-PLDA is the distribution of the overall ratings obtained
using the probabilistic MF model (similar to Equation (5)). We also
train a classifier on simple bag-of-words features (BOW-SVM) as
a baseline. Table 7 shows the accuracy of SVM classifiers for cold
start and non cold items trained on different feature spaces.

Table 7: Average accuracy of SVM classifier trained on differ-
ent feature sets for overall rating prediction

Dataset Epinions Amazon TripAdvisor
Item Type cold non cold non cold non

BOW-SVM 49% 83% 44% 79% 47% 82%
LDA-SVM 56% 85% 53% 80% 59% 85%

D-PLDA-SVM 57% 86% 54% 80% 63% 87%
FLDA-SVM 72% 89% 70% 83% 74% 91%

Again we can see that for all feature sets the accuracy of overall
rating prediction for non cold start items is much higher than that
of cold start items, and also the accuracy of all LDA-based mod-
els is higher than for bag-of-words features. The accuracy of D-
PLDA-SVM is slightly higher than that of LDA-SVM as it uses the
rating distribution of the item for generating the feature vectors of
reviews. Finally, as shown in Table 7, the accuracy of FLDA-SVM
for the task of overall rating prediction is much higher than that
of the comparison partners. This suggests that for a given review
the learned item and user factors can be used as a low-dimensional
feature set for predicting its overall rating.
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8. CONCLUSION
Aspect-based opinion mining is the problem of automatically ex-

tracting aspects and estimating their ratings from reviews. All of
the current models are trained at the item level (a model is trained
form all reviews of an item) to perform these tasks. In this paper,
we argued that while learning a model at the item level is fine for
frequently reviewed items, it is ineffective for items with few re-
views (cold start items). Note that, more than 90% of products in
Epinions and Amazon datasets and 30% of hotels in the TripAdvi-
sor dataset are cold start.

Addressing this need, we introduced the problem of aspect-based
opinion mining for cold start items and proposed a probabilistic
model based on LDA, called FLDA. Our model assumes that as-
pects in a review are sampled from the aspect distributions of the
corresponding item and reviewer and the rating of each aspect is
sampled conditioned on that aspect and the rating distributions of
the item and reviewer. For cold start items the aspect distribution is
mainly determined by the prior aspect distribution of the category,
and the rating distribution of each aspect is mainly determined by
the rating distribution of the reviewer (or by the prior rating distri-
bution of all reviewers if the reviewer is cold start). The aspect and
rating distributions for non cold start items are mainly determined
by the observed reviews of that item.

We conducted extensive experiments on three real-life datasets
and compared FLDA against the baseline LDA, the state-of-the-art
D-PLDA, and the simplified I-FLDA models. FLDA clearly out-
performs all of the comparison partners in terms of likelihood of
the test set. For cold start items, the perplexity gain of FLDA is
very large. We argued that the major reason for this gain is using
the category level information and also modeling reviewers. We
further teased apart the impact of modeling reviewers by compar-
ing FLDA with the simplified I-FLDA model showing that model-
ing reviewers significantly impacts the model performance for cold
start items. We also demonstrated the accuracy of FLDA in two ap-
plications: categorizing items and predicting the overall rating of
reviews based on the learned feature vectors.

This paper suggests several directions for future research. FLDA
assumes a given definition of item categories, but there may be al-
ternative options to define them. For example, is it better to cat-
egorize hotels based on stars, or location, or price? An item tax-
onomy is a hierarchical structure of categories and subcategories.
For example, the hierarchy for the category ‘MP3 Players’ could
be “Electronics > Audio > Audio Players & Recorders > MP3
Players". In addition, in a scenario with a given item taxonomy,
it would be interesting to explore methods to automatically learn
the granularity (taxonomy) level that leads to the best model per-
formance.
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