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ABSTRACT

We investigate the “negative link” feature of social networks
that allows users to tag other users as foes or as distrusted
in addition to the usual friend and trusted links. To answer
the question whether negative links have an added value for
an online social network, we investigate the machine learn-
ing problem of predicting the negative links of such a net-
work using only the positive links as a basis, with the idea
that if this problem can be solved with high accuracy, then
the “negative link” feature is redundant. In doing so, we
also present a general methodology for assessing the added
value of any new link type in online social networks. Our
evaluation is performed on two social networks that allow
negative links: The technology news website Slashdot and
the product review site Epinions. In experiments with these
two datasets, we come to the conclusion that a combina-
tion of centrality-based and proximity-based link prediction
functions can be used to predict the negative edges in the
networks we analyse. We explain this result by an applica-
tion of the models of preferential attachment and balance
theory to our learning problem, and show that the “nega-
tive link” feature has a small but measurable added value
for these social networks.

Categories and Subject Descriptors

1.2.6 [Computing Methodologies]|: Artificial Intelligence—
Learning; H.4 [Information Systems Applications|: Mis-
cellaneous

Keywords

Platform policies; link prediction; signed network; enmity;
distrust

1. INTRODUCTION

Online social networks allow people to connect with each
other, forming a network. In most online social networks,
only positive links between people are allowed such as friend-
ship, trust and the following relationship. Relationships be-
tween people however may also be of a negative type, for
instance enmity as opposed to friendship, and distrust as
opposed to trust. A very small number of online social net-
works actually do allow such negative links. Among them
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is Slashdot, a technology news website that lets its users
tag other users as friends and foes, as well as the product
review site Epinions that allows users to trust and distrust
each other. In both cases, the negative link feature results in
directed signed links between users that can be interpreted
as approval and disapproval links, and that are used in the
user interface of the two websites to decide which content is
shown to users.

On Slashdot, the posts of users tagged as foes are given
a lower score, and may thus be hidden. On Epinions, the
trust and distrust information is used to determine the re-
views shown, using an undisclosed algorithm. The negative
links are thus used on both sites to enhance the site’s con-
tent, and a negative link feature could similarly enhance he
content shown on many websites. Since many online social
networks are however reluctant to implement a negative link
feature, as shown by the very small number of sites featur-
ing them, the question arises whether negative links have an
added value for the network or whether their purpose can
be replaced by a prediction algorithm that determines the
negative social links automatically from the known, positive
links. Such an algorithm could be applied to any online
social network that does not want to allow explicit nega-
tive links, and would increase the accuracy of news streams,
content filters and recommender systems embedded in these
online social networking sites.

Based on these premises, this paper investigates the fol-
lowing research question: Can the negative links allowed in
Slashdot and Epinions be inferred from the positive links
only? To answer this question, we make the following con-
tributions:

e We introduce a general methodology for how to eval-
uate the redundancy of additional link types in online
social networks in addition to the regular positive links,
under the assumption that a link type is redundant if
it can be inferred by links of another type.

We define and evaluate the machine learning problem
of learning negative from positive links in a signed net-
work. This problem is related to the link prediction
problem consisting of predicting future edges in an un-
weighted network.

In the two social networks with negative links Slash-
dot and Epinions, we study to what accuracy negative
links can be inferred by positive links.

e We propose a function that has high accuracy at the



described link prediction problem, based on the obser-
vation that link prediction functions can be grouped
into centrality-based and proximity-based functions,
depending on their behavior for the negative link pre-
diction task using the data of Slashdot and Epinions.

The paper is structured as follows. Section 2 describes the
problem settings studied in this paper, in Section 3 we per-
form an initial analysis of standard link prediction functions
at the task of predicting negative links. Then, Section 4
introduces our methodology, Section 5 gives the results of
our experiments using Slashdot and Epinions data, and Sec-
tion 6 concludes the paper.

2. NEGATIVE LINKS IN SOCIAL
NETWORKS

Social networks provide their users with a variety of func-
tionality for connecting with other users. Examples of these
features are friends on Facebook, circles on Google Plus and
followers on Twitter. Explicitly created connections in social
networks can be displayed in the user profile and some users
might want to boost their status by collecting as many visi-
ble contacts as possible. Besides consequences for the status
of these users, these explicit social connections deeply influ-
ence the user experience within the social networking plat-
form and the ability to interact with other users. The nature
of an explicit link between two users is therefore dependent
on its platform-specific implementation.

In this paper, we limit our investigation to links between
users that are intended to be permanent and therefore de-
scribe a long-lasting connection. This excludes links between
users and other entities that form bipartite networks, e.g.,
ratings of movies, articles, comments, etc. Ratings of per-
sons in dating sites [8] fall in this category too, since the
rating and rated users have different roles. The same holds
for one-time events such as elections, e.g., the elections of
administrators in Wikipedia [12].

Permanent social links between two users can be divided
into two types according to their functionality, that can be
described as positive and negative. It can be observed that
large social networks such as Facebook and Google Plus pro-
vide positively connotated linking functionality called friend,
contact, or multiple circles with user-defined labels. These
links are the defining concept for social networks, and they
are crucial for them since they determine the visibility of
user-generated content for the creator and for potential read-
ers. It is this functionality that makes the platform social
since the user is supported in his interaction with selected
other users. In the following, we define links that increase
the visibility of users and content or which increase the abil-
ity to interact as positive links. Consequently, the links that
decrease visibility of content or which decrease the ability to
interact are called negative links. Negative links are associ-
ated with disapproval for another user. Labels for explicit
negative links in social networks are for instance enemy, foe,
distrust, ignore, hide and block. As negative aspects of a
community are rarely advertised, these negative links are
much less used and known than positive links. This might
be one reason why only few social networks with negative
links are publicly available for study and research. How-
ever, two available social networks that contain positive and
negative links are Slashdot and Epinions.
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Table 1: The two signed social network datasets

used in our evaluation. In both networks, all edges

are directed.
Dataset

Slashdot Zoo [9]
Epinions trust [17]

Vertices Edges (pos. + neg.)

79,120 515,581 (392,326 + 123,255)
131,828 841,372 (717,667 + 123,705)

Slashdot® is a technology news platform where users can
post and read other users’ news articles and comments [9].
On Slashdot, users can create two types of explicit and
directed social links between themselves and other users.
These are labeled friend and foe. Both link types allow the
user to change the visibility of the content the linked user has
created. Although the effect of a link is not predetermined
but user configurable the convention is that the friend link
increases the content visibility, the foe link decreases con-
tent visibility of the target user. Therefore the friend link
is a positive link, while the foe link is a negative link. The
friend and foe link types are also called fan and freak from
the point of view of the targeted user. The signed social
network of Slashdot is called the Slashdot Zoo on Slashdot
itself, and can be considered an extension to Slashdot’s so-
phisticated moderation system [10].

Epinions? is a site that collects community-created prod-
uct reviews [17]. Two types of links can be created by one
user to a target user. One link is labeled ¢rust the other link
is labeled block (or formerly, distrust). These links influ-
ence the visibility of product reviews that are authored by
the target user. The user who has created the trust link sees
the reviews of the trusted user at a higher position in the list
of all relevant reviews. Therefore this link is considered to
be a positive link. Reviews by users that are blocked are not
presented to the user, making it a negative link. The posi-
tive and negative links on Epinions are also used to predict
a global trust score for individual users.

Table 1 summarizes the two datasets. Both datasets are
available on the authors’ website3*. Both networks have
both positive and negative links between users, forming a
directed, asymmetric signed network. Although the func-
tionality that lies behind the link types is not fully identical
between Slashdot and Epinions, it is very similar according
to our definition of positive and negative links. Based on this
similar functionality we assume similar properties of the two
networks, and will use both datasets for experiments in the
rest of the paper.

3. PREFERENTIAL ATTACHMENT AND
BALANCE THEORY

A major model of network analysis is preferential attach-
ment, i.e., the rule that new edges are more likely to be
attached to nodes with high degree [2]. Another important
model is that of a high clustering coefficient, i.e., the rule
that typical networks contain a much higher number of tri-
angles than predicted by a random graph model, and thus
edges tend to connect nodes that have a high number of
common neighbors [20]. A high clustering coefficient is one

slashdot.org

Zepinions.com
3konect.uni-koblenz.de/networks /slashdot-zoo
“konect.uni-koblenz.de/networks/epinions



component of the small-world network model, and can be
generalized to signed graphs to give balance theory, stating
that triangles are likely to be balanced, i.e., to contain an
even number of negative edges [4].

The preferential attachment model can be used to derive
link prediction functions based on centrality measures, such
as the degree of nodes and PageRank, whereas the cluster-
ing model leads to link prediction functions that compare
the immediate proximity of two nodes, such as the number
of common neighbors and the cosine similarity. In the case
where negative edges are allowed in a network, the problem
of predicting the sign of new edges, given the known positive
and negative edges is called the link sign prediction problem,
and has been extensively studied [9, 13, 14]. In the link sign
prediction problem, the known network contains both pos-
itive and negative edges, and thus sign information can be
used for prediction. For instance, the multiplication rule the
enemy of my enemy is my friend can be used [9], a compari-
son of the number of adjacent edges of any positive/negative
pattern [13], or a diffusion process [3]. These types of meth-
ods can however not be applied in the problem studied in
this paper, since in our case only positive edges are known.

A related problem is that of predicting the sign of new
links, given both positive and negative links in a network [21].
In addition to the network itself, the method described in
that work uses interaction information to achieve its predic-
tion, as well as a small sample of signed edges. Thus, the
method cannot be applied to our scenario, since we assume
no negative links are possible in the network.

Let G = (V, E,w) be a social network (Slashdot or Epin-
ions) with V the set of users, FE the set of directed links
between users, and w : ' — +1 the edge sign function, with
w((4,7)) = +1 denoting that user i approves of user j and
w((4,7)) = —1 denoting that user ¢ disapproves of user j.
The fact that two nodes i,j € V are connected (in either
direction) will be denoted by i ~ j, and the fact that ¢ and j
are connected by a directed edge (i, j) by ¢ — j. The degree
of vertex i € V, i.e., the number of vertices connected to 7
(in either direction) will be written as d(z). The outdegree of
node i, i.e., the number of nodes pointed to by i is denoted
as do (7).

At the task of ordinary link prediction, in which future
positive links must be predicted from current positive links,
both centrality and proximity measures are used. A link
prediction function is defined to take as input a node pair
(,7), and returns a numerical score indicating how likely a
new edge is to appear between ¢ and j. The returned scores
need not be probabilities, and are higher when the probabil-
ity of edge formation is higher. Examples of link prediction
functions are the PageRank product and the cosine similar-
ity.

PageRank [19] is a centrality measure in a directed net-
work defined as the solution PR(i),7 € V of

+ad g

J—i

PR(i) = 12

do (J

where « is a parameter set to 0.85 [11]. The PageRank values
are all positive by construction. The PageRank product link
prediction function is then defined as the product of the two
nodes’ PageRanks.

fer(i,j) = PR()PR(j) (1)

The cosine similarity is defined as the cosine between the
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Figure 1: Scatter plots of the cosine similarity and
the PageRank product with points colored accord-
ing to their inclusion in the set of unknown positive
edges P, the set of unknown negative edges N and
the set of non-edges O. The plots are best viewed
in color.

two adjacency vectors of i and j, where the adjacency vec-
tor of a vertex is the 0/1 vertex-vector indicating to which
vertices a given vertex is connected. The cosine similarity
can be expressed in the following manner:

ki~ k Ak~ G}
d(i)d(5)

Let P be the set of positive edges and N the set of negative
edges, i.e., E = PUN. To perform an initial analysis of
the datasets, we split® the set of positive edges P randomly
into two sets P, and P, such that |P.| = 3|P,|. We then
consider P, the set of known edges (all positive), P, the set
of unknown positive edges, N the set of negative edges to
predict, and finally a randomly sampled set O of node pairs
not in E with size |O] = |Py|.

We can now compute the PageRank product and the co-
sine similarity for all node pairs in the sets N, P, and O,
based on the known edges P,. Figure 1 shows the scatter
plot of the nodes pairs of the three unknown sets plotted
in function of their PageRank product and cosine similarity
values.

Two observations can be made:

fCOS( 7]) (2)

5The factor 3 is motivated by the fact that in the link pre-
diction literature, the standard size of the test set is 25% of
the total set of edges.



e Most node pairs in the non-edge set O have a cosine
similarity of zero, and a small value of the PageRank
product.

Node pairs in the positive edge set P, have high cosine
similarity and high PageRank product values (com-
pared to non-edges).

Node pairs in the negative edge set N have low but
mostly nonzero cosine similarity values and high Page-
Rank product values (compared to non-edges).

These observations are true for both the Slashdot and Epin-
ions datasets. We can conclude that negative edges can be
identified from the cosine similarity and PageRank product
in the following way:

e Negative edges connect nodes with high PageRank prod-
uct values.

e Negative edges connect nodes with low but nonzero
cosine similarity values.

Thus, we expect a combination of a positively weighted
centrality measure with a negated proximity measure to
solve our problem of predicting negative links, giving a com-
bined prediction measure that takes into account both pref-
erential attachment and balance theory.

4. METHODOLOGY

In this section, we describe our method for testing whether
the negative links of a signed social network can be predicted
from its positive links. This is a variant of the link prediction
problem in which two link types exist. We will review the
link prediction problem itself, give suitable link prediction
functions adapted to the problem at hand, and will describe
two experiments, one for measuring the achievable accuracy
of the prediction problem, and one for computing an upper
bound on that accuracy.

As defined in the previous section, the set of edges E
can be divided into the set of positive edges P and the set
of negative edges N. The problem can then be rephrased
as the problem of evaluating whether the negative links N
can be predicted from the positive links P. The general
methodology we introduce for this kind of problem consists
in predicting links of one type using only links of another
type in the network. This problem extends the ordinary
link prediction problem in which only a single link type is
present.

4.1 The Link Prediction Problem

Given the set of links E, present at a particular time,
how can the new links in the set Ey that emerge later be
predicted accurately? This problem is called the link predic-
tion problem [15]. Typically, the link prediction problem is
solved by link prediction functions, i.e., functions that map
node pairs to numerical scores, based on the known edges
in the set F,. Examples of link prediction functions are
the number of common neighbors and the product of node
degrees.

To compare the prediction accuracy of multiple link pre-
diction functions, the set of links in a network is split into
two sets: the links in the training set Firaining that are as-
sumed to be known, and the links in the true test set Firue
set that must be predicted. Additionally, a set of node pairs
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is randomly generated to be the false test set, denoted by
E¥.ise, consisting of links not belonging to any of Etraining Or
FEtrue. We formalize a link prediction problem P as

®3)

which denotes that links from the training set Elraining are
used to distinguish links from the true test set Firue against
those from the false test set Fraise. This notation is novel;
we choose to use it due to the variety of the encountered
link prediction problems in our problem setting.

Using this notation, we are able to formulate the general
link prediction problem of using edges of a given type X to
predict edges of another type Y:

P Etraining — Erue ‘ Efalse7

Ex—>Ey‘O,

where O is a randomly sampled set of node pairs disjoint
from Fx and Ey of the same size as Fy. If X and Y are
two link types supported by a social networking site, this
problem can be used to predict whether the link type Y is
necessary, or whether it can be predicted from the edges of
type X.

To solve a link prediction problem, one uses link prediction
functions. A link prediction function is a function

f:VxV-oR

that, when applied to the training set, gives edges in the
true test set higher values than edges in the false test set.
The result of a link prediction function will be called the link
prediction score. Multiple link prediction functions can then
be compared to find a function that solves the link prediction
problem to a satisfying accuracy, for instance using the area
under the curve as described later.

4.2 Link Prediction Functions

Link prediction functions can be divided into proximity-
based and centrality-based functions, based on whether they
include only vertex-based features of vertex-pair-based fea-
tures. In the following, we list the link prediction functions
used in our experiments, which correspond to the most com-
mon general link prediction functions used in the literature,
and can be found for instance in [15] and [16]. The two
nodes for which a link prediction score is to be computed
will be called 7 and j.

4.2.1 Proximity-based Functions

These link prediction functions are based on comparing
the neighboring nodes of i and j. In addition to the co-
sine similarity defined in Equation (2), we use the following
proximity-based link prediction functions.

The number of paths of length two between ¢ and j is
defined as

fea(i ) = Hk [ i~ kA K~ G}, (4)

which equals the number of nodes that are adjacent to both
i and j, i.e., the number of common neighbors.

Analogously, the number of paths of length three between
i and j is defined as

fea(,5) = {(k, D) [ i~ kAR~ INT~ G, ()

where the sequence (i, k,[,j) forms a path of length three
from node i to node j.



The Jaccard coefficient measures the amount of common
neighbors divided by the number of neighbors of either ver-
tex [15]:

Kk lk~ink~ )

Kk |k~ iVk~

fJaC (17.7) (6)

The measure of Adamic and Adar counts the numbers
of common neighbors, weighted by the inverse logarithm of
each neighbor k’s degree [1]:

. . 1
faa(i,j) = kN;;Nj m

The final two common proximity-based link prediction
methods are graph kernels. They can be either defined as
functions of the adjacency matrix A of the network, or as
sums over all paths from ¢ to j. The symmetric adjacency
matrix A of the graph G = (V, E) is defined as the |V| x |V|
0/1 matrix defined using A;; = 1 when i ~ j and A;; =0
otherwise. Both graph kernels have a parameter «, which
we set to the value 0.85/[|All2, i.e., slightly less than the
inverted spectral norm of the adjacency matrix.

The exponential graph kernel is defined as the exponential
function of the adjacency matrix [7]

(7)

al?!
Ip|!

fexp (i, j) = [GQA} y

>

PE Py (4,5)

(8)

The Neumann graph kernel is defined using matrix inver-
sion [6]

fNEU(ivj) = [(I - aA)_l]ij Z alp‘,

PE Py (4,5)

9)

These expressions make use of the notation P (i,7) for the
(generally infinite) set of all paths in the network from node
i to node j, and of the notation |p| for the length of a path
p € P.(4,7).

4.2.2 Centrality-based functions

Centrality-based link prediction functions are defined as
products of centrality measures of the two vertices i and j;
different choices of centrality measures lead to different link
prediction functions. In addition to the PageRank product
defined in Equation (1), we use the preferential attachment
value.

The preferential attachment model states that the likeli-
hood of a new node i to connect to node j is proportional to
the degree of node j [2]. Thus, the preferential attachment
score is defined as

fea(i,j) = d(@)d(7).

4.3 Evaluation Measures

To measure the accuracy of a link prediction function, we
use the area under the curve (AUC), defined as the area
under the receiver operating characteristic (ROC) curve.

The ROC curve reflects the accuracy of a link prediction
function and is constructed as follows. Let f be a link pre-
diction function. All node pairs in the combined true and
false test set Eirue U FEralse as defined in Equation 3 are sorted
by their value of f. Starting from the best-ranked position,
for every position in the ranking the false positive rate is
plotted against the true positive rate. The true positive
rate equals the number of observed node pairs from the true

(10)
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test set divided by the overall number of node pairs in the
true test set. Analogously, the false positive rate is com-
puted as the number of observed node pairs of the false test
set divided by the overall number of node pairs in the false
test set. The ROC curve is always contained in the square
[0,1] x [0,1]. The AUC is then defined as the area under the
ROC curve, and is thus a value in the interval [0,1]. For a
random predictor, the ROC curve approximates the diago-
nal connecting the points (0,0) and (1,1), giving an AUC
value of 0.5, whereas a perfect predictor would yield an AUC
value of one. When a link prediction function f is inverted
to give —f, its AUC value z is replaced by 1 — x. and its
new ROC curve is obtained by rotating the ROC curve of f
by 180 degrees.

Alternative measures of accuracy, which we do not use
in this paper, are the mean average precision [18] and the
normalized discounted cumulative gain [5]. We choose the
AUC in this paper since it is robust with respect to changes
in the size of the split.

In the following, we describe two experiments to measure
how well the negative links can be predicted from the pos-
itive links in a signed social network. The purpose of the
first experiment is to find good link prediction functions at
that task, and to compute their accuracy. The second ex-
periment consists in comparing this link prediction problem
to the task of predicting negative links in networks where
both positive and negative links are known. Since this task
includes more information in the training set (i.e., negative
links), the achieved accuracy of that problem is higher and
gives an upper bound on the accuracy that can realistically
be attained at the problem of predicting negative links when
only positive links are known.

4.4 Experiment 1

The goal of this experiment is to measure the accuracy of
link prediction functions at the task of predicting negative
links in social networks containing only positive links, and
to observe which particular functions are well suited for that
task.

In our scenario, we want to predict negative links from
known positive links. Since we want to compare the scores
of link predictions functions applied to node pairs connected
by a negative link with the scores of node pairs that are
unconnected or connected by a positive link, we split the
set of positive edges P randomly into two sets P, and B.
We use the sizes |P.| = 3|P|, corresponding to a test set
containing 75% of all edges.

The training set is thus P, and the true test set is N. The
false test set can be chosen in three different ways to empha-
size different features of the tested link prediction functions:

e (P,) Other known positive links in the false test set
force a good distinction capability between negative
and positive links.

e (O) Only including non-edges in the false test set will
emphasize the ability of a link prediction function to
distinguish negative edges from non-edges.

e (P, U O) Using both positive and non-edges in the
false test set evaluates a link prediction function at
the task of distinguishing negative edges from both
positive edges and non-edges.



The three cases result in the following link prediction prob-
lems:

P,— N |P (11)
P, N|O (12)
P, — N | RO (13)

Although it may seem sufficient to use the third, combined
false test set, our experiments will show that the relative
accuracy of individual link prediction functions at the three
problems may be radically different, and thus it is a require-
ment that a good link prediction method is good at all three
problems.

4.5 Experiment 2

To assess whether the accuracy of link prediction achieved
in Experiment 1 can be considered accurate enough to rec-
ommend against the introduction of explicit negative links
in online social networks, we compare the results with the
results of the related link prediction problem in which neg-
ative links are known. This related link prediction function
gives an upper bound for the accuracy attainable using the
previous methods, and the difference in accuracy between
both problems will thus characterize the added value that
the negative link feature brings to a social networking plat-
form.

We will assume that a part of the negative links in the
social network are already known, and include them in the
training set. We thus compare the two following link pre-
diction problems:

P, — Ny ‘ PO
P,,N, — Ny | B,O

(14)
(15)

The set of negative edges N is thus split into the two sets
N = NaUNy. The split of N is made in the same proportion
as the split of P, i.e., |Na| = 3|Ny|.

The first link prediction problem is the same as link pre-
diction problem (11) in Experiment 1 up to the necessary
replacement of N by Nj; the second one includes additional
negative edges N, in the training set. Note that any link
prediction function that has a high accuracy in the first
problem can be transformed into an accurate link prediction
function for the second problem by simply ignoring the neg-
ative edges. Thus, the accuracy of link prediction functions
at the second problem are upper bounds for the accuracy of
link prediction functions at the first problem. The tightness
of this bound can then be interpreted in terms of the added
value of the negative edges. If the difference is high, negative
edges contain information that is not recoverable using only
the positive edges, and a negative link feature will increase
the accuracy of news stream filters and recommender sys-
tems based on the social network. If the difference is small,
negative links do not give such an added value.

For the second problem, the link prediction methods must
be modified to work on signed edges. We follow the meth-
ods described in [9], which define the degree d(i) as not
depending on edge signs, and essentially replace the number
of common neighbors

[k i~ kA K~ )]

with the difference of positive and negative paths
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Figure 2: The distribution of feature values for a
subset of five link prediction functions, applied to
the Slashdot dataset. We use the logarithm of the
functions as features for learning an ensemble link
prediction function since the logarithmic values are
nearer to a normal distribution. (a)—(c) proximity-
based functions, (d)—(e) centrality-based functions.

which reduces to the number of common neighbors in the
unsigned case.

4.6 Ensemble Link Prediction Functions
As shown in Section 3, neither centrality-based link pre-

diction functions such as the PageRank product, nor proximity-

based functions such as the cosine similarity are expected
to predict negative links from positive links well. Instead,
combinations of them are needed. Therefore, we propose a
method for combining centrality-based and proximity-based
link prediction functions into an ensemble.

To combine several link prediction functions, we use lo-
gistic regression applied to the logarithms of individual pre-
diction functions. The reason to take the logarithm is that
the values of the computed functions are all distributed in a
logarithmic way, i.e., the logarithm of the values are nearer
to a normal distribution than the values themselves. Some
functions such as the number of common neighbors fps may
be zero, and thus their logarithm is not defined; in this case
we use the logarithm of the lowest possible value instead. As
illustrations, the distribution of feature values is shown for
the main link prediction functions, applied to the Slashdot
dataset in Figure 2.

Also, since the behavior of the PageRank product is differ-
ent when the cosine similarity is exactly zero (as illustrated
in Figure 1), we include as a feature the PageRank product
multiplied by the indicator function of the cosine similarity
being zero. We call this feature the conditional PageRank.
Table 2 summarizes all features used in the evaluation.

We propose two ensemble link prediction functions, based
on the basic link prediction functions of Table 2. Since the
basic features f1,..., fo correlate among each other (for in-
stance, the Adamic-Adar measure and the common neigh-
bor count have Pearson correlation p = 99% for the Slashdot
dataset), we restrict regression to the five best-performing
individual link prediction functions.

e Logistic regression based on the five logarithmic fea-
tures fi,..., fs.



Table 2: The features used for learning a link prediction function.

Feature Name Ref.
f1 =1log(P2) Common neighbors Eq. (4)
f2 = log(P3) Paths of length three Eq. (5)
f3 = log(cos) Cosine similarity Eq. (2)
Ja = log(Jac) Jaccard coefficient Eq. (6)
f5 =log(AA) Adamic-Adar Eq. (7)
fo = log(Exp) Exponential kernel Eq. (8)
f7 = log(Neu) Neumann kernel Eq. (9)
fs = log(PA) Preferential attachment Eq. (10)
Jo =log(PR) PageRank product Eq. (1)
fio = { ﬁe(igrgg(l)%g?(PR)) i)ft(‘fesrwisoe’. Conditional PageRank — —

Table 3: The regression link prediction functions
used in our evaluation.

Regression Used features
Jan J1, f2, f35 fas [, fes f5 fs, fo
fPR—cos f3a flO

e Logistic regression based on the conditional PageRank
f10 and the cosine f3 = log(cos).

The two logistic regression-based functions must be trained
on the training set. Given a set of features f1, ..., fn, logistic
regression finds weights a1, ..., a, and § such that

fres = [1+exp{—(B+arfi+... 4 anfa)}]

approximates the value 1 when a node pair is in the true test
set and 0 when a node pair is in the false test set. Regression
is performed using the least squares optimization function.

Table 3 shows the two regression features.

The ensemble link prediction methods are only used for
Experiment 1, as using them in Experiment 2 to derive an
upper bound on link prediction accuracy will skew the re-
sults, i.e., we expect that other, more complex link predic-
tion methods may perform better for some datasets.

5. EVALUATION

In this section we apply the methodology described in
the previous section to the two signed social networks of
Slashdot and Epinions. We perform the two experiments
(Experiment 1 and Experiment 2) described in the previous
section.

5.1 Experiment 1

We perform Experiment 1 as described in Section 4.4. The
AUC values for all link prediction functions for all three link
prediction problems are shown in Figure 3. The correspond-
ing ROC curves for the link problem using P, UO as the false
test set are shown in Figure 4. The weights learned for lo-
gistic regression are given in Table 4.

Observations.

A first observation from Figure 3 is that all individual link
prediction functions fi to fo perform well (AUC > 0.5) at
the problem P, — N | O, while their inverses (AUC < 0.5)
perform well at the task P. — N | P,. Thus, none of these
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Figure 3: The AUC of the link prediction func-
tions at the three link prediction problems of Exper-
iment 1. The two leftmost functions are ensemble
functions; the other functions are the basic link pre-
diction functions. A suitable link prediction func-
tion at the task of predicting negative links must
have an AUC larger than 0.5 for all three link pre-
diction problem.



Table 4: Learned weights of logistic regression. Weights marked as (—) denote functions that are not used in

the respective regression type.

Dataset | Regression | log(P2) log(P3) log(cos) log(PA) log(PR) fio
fan —0.5411 —0.4866 —3.9434 0.2502 0.2321 -
Slashdot | ¢ i cor ‘ - - —6.113 - ~ 02386
Epinions fan ‘ —0.8587 —0.3827 —5.0360 —0.0105 0.8498 -
fPR-cos — - —1.5103 - - 0.5111
functions taken by itself is suited to solving our problem.
Instead, ensemble methods must be used. Our tests show
that the only set of functions that perform well (AUC > 0.5)
when combined include the conditional PageRank fio, i.e.,
100%r T regression type fpr-cos. Note that the regression weights
s "",'/:?‘ in Table 4 cannot be interpreted individually. The regres-
80%| ‘,f’: "/"/,' - = all sion W(_eights learned for fp3_cos for both datasets hav'e Fhe
R 7 PR-cos same signed and relative weights, and suggest the prediction
% / s * —_ gg function
o 60%f i P log(PR) if cos = 0,
:‘% %=y g JA?AC f=a <{ min(log(PR)) otherwise. ) — Blog(cos),
e &/ cos . . . .
o 40%; "r/ - -Exp in which the weights a, 8 > 0 must be determined exper-
= /4 Neu imentally. Figure 4 also shows that this method (fPRr-cos)
47 ---PA also has the steepest ROC curve at the point (0,0), imply-
20% ?,»” -=-=-PR ing that this method is best at predicting the top-k unknown
R’ negative links for small k. This property is important for the
0% o ‘ ‘ ‘ ‘ ; application of recommender systems, in which only the top-k
0% 20% 40% 60% 80% 100% results are used and the rest ignored.
False positive rate
(a) Slashdot 5.2 Experiment 2
. We perform Experiment 2 as described in Section 4.5. In
100% LT A this experiment, the performance of algorithms at the prob-
',:\:" // lem P.N. — Ny | P,O serve as an upper bound for the
80% ',' '!\ /(" ==all performance of methods at the problem P, — Ny | B,O.
R a5 PR-cos Thus, the results of this experiment can be used to assess
% ;i '/" ’ —P2 how much information is lost when negative links are not
o 60%F . ,‘l LA - P3 recorded in a social network. The results of the experiment
% ;S o JA? for both datasets are shown in Figure 5.
o :’ ,‘ 3 4
e D
g 40%f N ‘,;',r"l CE?(; Observations.
[ /. Neu The experimental results show that the best method when
20%| "";’;" ---PA negative links are known performs by about 0.05 AUC points
° 7 -=-=PR better than the best method when no negative links are
x,"/% known. Thus, allowing negative links in an online social
o, Lz i i ; i network does have an added value for the network, although
0% 20% 40% 60% 80% 100% that added value is small, because the difference in AUC val-

False positive rate
(b) Epinions

Figure 4: The ROC curves of all link prediction func-
tions at the link prediction problem P, — N | B,0O for
both datasets. Well performing methods in this ex-
periment have a ROC curve that is higher on the
plot than other curves. A high steepness of the
curve at the point (0,0) indicates a high precision
for the top-k items, implying a good performance at
recommendation tasks.
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ues from one link prediction function to the next are larger
than the observed difference of 0.05, suggesting that specific
functions adapted to any dataset may be able to close that

gap.

5.3 Discussion

The experimental results derived in the two experiments
show that the problem of predicting negative links in a so-
cial network, using only positive links is a variant of the link
prediction problem that can only be solved by combining
both centrality-based and proximity-based functions, using
positive weights for centrality-based functions and negative
weights for proximity-based functions. This result is congru-
ent with the intuition that the existence of an edge (regard-
less of its sign) correlates positively with centrality-based
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Figure 5: Comparison of the accuracy of link pre-
diction with and without NN, in the training set. The
bars show the AUC values of the link prediction
problem in which no negative edges are known. The
thick black lines represent the AUC values at the
task in which some negative links are known. For
the proximity-based prediction functions, the plot
shows the AUC values of the inverted prediction
functions, since they have AUC values of over 0.5
and are better suited to predict negative links. As
expected, the best method when negative edges are
known performs better than the best method when
negative edges are not known. The observed differ-
ence, of about 0.05 AUC points, suggests that allow-
ing negative edges gives an added value to a social
network, but much less than expected, as that dif-
ference is smaller than the difference from one link
prediction function to the next.

functions, showing that models such as preferential attach-
ment, which predict a higher probability of edge attachment
for nodes with high degree centrality, is valid independently
of edge sign in networks where negative links are allowed.
On the other hand, signed networks follow balance theory
in that triangles in them tend to have an even number of
negative edges, explaining why the proximity-based meth-
ods correlate negatively with the presence of negative edges.

6. CONCLUSION

We have shown that in the online social networks Slashdot
and Epinions, the foe and distrust feature is used by users in
a way that can be predicted to high accuracy from the friend
and trust links. Thus, with regards maximizing the util-
ity of news stream filtering and social recommendation, the
negative link features of these two sites are redundant to a
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large extent. However, it does not follow that these features
are useless. Quite the contrary is true; the foe feature of
Slashdot is used as a personal organization tool (remember-
ing who is considered a troll), or simply to let another user
know one’s disapproval of them. In Epinions, the distrust
feature is likewise central to the Epinions’s Web of Trust.

As a solution to the generic learning problem of predicting
one link type from another one, we showed that the usual
link prediction methodology can be applied, but only with
the caveat that individual link prediction function may have
inverted performance, e.g., the cosine similarity measure in
the example of disapproval links.

Finally, as an application of our methods to online social
networks that do not allow foe or distrust links, we propose
that a link prediction function learned using regression with
Slashdot and Epinions data may be applied. The only way
however to ascertain the accuracy of these predictions is to
perform the evaluation described in this paper, which by
nature of the problem is only possible when negative edges
are known.
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