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ABSTRACT 
Social networking sites such as Flickr, YouTube, Facebook, etc. 
contain a huge amount of user-contributed data for a variety of 
real-world events. These events can be some natural calamities 
such as earthquakes, floods, forest fires, etc. or some man-made 
hazards like riots. This work focuses on getting better knowledge 
about a natural hazard event using the data available from social 
networking sites. Rescue and relief activities in emergency 
situations can be enhanced by identifying sub-events of a 
particular event. Traditional topic discovery techniques used for 
event identification in news data cannot be used for social media 
data because social network data may be unstructured. To address 
this problem the features or metadata associated with social media 
data can be exploited. These features can be user-provided 
annotations (e.g., title, description) and automatically generated 
information (e.g., content creation time). Considerable 
improvement in performance is observed by using multiple 
features of social media data for sub-event detection rather than 
using individual feature. Proposed here is a two-step process. In 
the first step, clusters are formed from social network data using 
relevant features individually. Based on the significance of 
features weights are assigned to them. And in the second step all 
the clustering solutions formed in the first step are combined in a 
principal weighted manner to give the final clustering solution. 
Each cluster represents a sub-event for a particular natural hazard.   

Categories and Subject Descriptors 
H.3.3 [INFORMATION SEARCH AND RETRIVAL]: 
Clustering, K.4.3 [ORGANIZATIONAL IMPACTS]: 
Computer-supported collaborative work   

General Terms 
Design, Human Factors 

Keywords 
Sub-event detection; emergency-situation awareness; social-
media; natural-hazards 

1. INTRODUCTION 
For the people looking for sharing their personal news and 
information, the social networking sites like Flickr, YouTube, 

Facebook, etc. has emerged as a popular destination. Due to this 
reason these sites holds a large amount of user contributed data 
for a wide variety of events ranging from popular, widely known 
organized events (e.g., a concert by a popular music band) to 
various natural hazards(e.g., earthquakes, hurricanes, wildfires, 
etc.). This work focuses on the natural hazards (e.g., earthquakes, 
floods, etc.).  

During the emergency situation events it is important to acquire as 
much information about the event as possible. This can be helpful 
for the aid-team to carry out the rescue and relief activity 
management during such events. It can also be helpful for the 
people to remain updated about the ongoing situation. But it is not 
feasible for the command center or the news agency to have their 
correspondents cover the entire affected area for gathering 
information about the ongoing event for the entire period of time.  

In this case they can rely on the data shared by the people on the 
social networking sites for getting updates about the event. 
Extracting information about the latest trends using the social 
networking sites is one of the latest topics under research. Various 
researchers have studied and proposed various approaches for 
extracting useful information from the social networking sites. For 
example, social media data can be used for predicting election 
results, getting reviews about some product, etc.  

Similarly, using social media data for situation awareness during 
emergency situations is also one of the latest topics for research. 
For any major event occurring there are many sub-events 
associated with it. For example during a natural hazard like 
earthquake, there might be sub-events like a bridge getting 
damaged at one location and some famous building getting 
damaged at some other location. During flood, crest observed at 
different areas/cities can also be considered as sub-events. The 
problem discussed in this paper is to identify such sub-events in a 
particular natural hazard event using the data provided by the 
users on social networking site. 

Identifying sub-events and their associated documents over social 
media sites is a challenging problem as the information provided 
by the social media users is inherently noisy and heterogeneous. 
We can say that the problem is much similar to the topic 
discovery task like the one used for news event identification in a 
continuous stream of news data. But for social networking site 
data, the approach used for traditional news articles cannot be 
used. Because news articles have structured text while social 
networking sites may have unstructured data.  

Even though the data obtained from social networking sites 
presents the challenges, they also provide opportunities for using 
the metadata or features associated with them like title, 
description, location, upload or creation time, etc. Sub-event 
detection using individual feature can prove to be unreliable and 
noisy. Hence here more than one feature is taken into 
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consideration. Based on the type of feature, variety in similarity 
measure can be observed. Clusters are formed considering each 
feature individually in the first step. Weights are assigned to 
features based on their significance. Then the clusters formed in 
the first step are combined in a weighted manner to form 
combined clusters in second step. Each of these combined clusters 
now corresponds to the sub-event in the particular event. 

In the next section we discuss the related works done in the field 
of using social media data for emergency situations and sub-event 
detection. Section 3 discusses the overview of the framework for 
social media data exploration. Section 4 discusses sub-event 
detection using the method for obtaining the clusters taking 
features of the social media data into consideration. Section 5 
discusses the experiment and results obtained.  

2. RELATED WORK 
Citizen-driven information sharing system during emergency 
situations has attracted the attention of researchers. The work in 
[5] describes the role of public libraries in the relief of the 2004 
and 2005 Gulf Coast hurricanes. Residents in affected area used 
the public libraries to check for updates and searching missing 
relatives. The study in [4] investigates how a local farmer 
community used a grass roots computer network during disease 
crises in the UK. The network provided a platform for the local 
farmers to exchange information, to communicate and provide 
emotional support. Reference [14] shows how an online forum 
was used for coordinating the donated goods distribution. The 
authors of [6] proposed the Emergency Response Grid – an 
information infrastructure that supports citizen-driven emergency 
response. 

Social media in emergency cases is getting increasingly 
important, comparable to its intense utilization in private and 
commercial areas to communicate different situational, news and 
contextual information. Extensive research has been done on 
social media in disasters by studying the microblogs [15]. The 
study identifies the types of emergency messages related to 
emergency situations (Red River Floods 2009 and Oklahoma 
grassfires 2009). Reference [12] discuss about the impact of 
earthquake in Japan on twitter and presents an approach for 
earthquake detection using twitter. Reference [9] presents the 
study of use of a Chinese micro blogging system, Sina-Weibo 
immediately after a major disaster – the 2010 Yushu earthquake. 
Besides using textual messages, like microblogs [13], visual 
information can also be used. Flickr, for example is a valuable 
source of information to detect events, as the work in [10] shows.  

Problem definition: From the data related to a particular natural 
hazard posted on various social networking sites, the goal is to 
find sub-events associated with the natural hazard.  

The problem is similar to topic discovery and tracking of news 
events. The topic discovery and tracking found notable 
importance for discovering and organizing the news events in a 
continuous stream. However they are not suitable for social media 
data. This is because social network data might be unstructured. 
Reference [2] discusses the use of features of Flickr photographs 
for event detection. For sub-event detection in social media [8] 
presented an approach of using self-organizing maps for 
clustering of Flickr photos into clusters representing sub-events. 
Using self-organizing maps for large amount of data is 
computationally expensive and not suitable for real-time 
environment. 

To find the similarity between social network documents, each 
textual feature (e.g.: title, description, tags, etc.) can be 
represented as tf-idf weight vector and the cosine similarity metric 
is used as the feature similarity metric [7]. Also while generating 
tf-idf weight vector, stop words are excluded and all the stems and 
synonyms of the word are considered same. 

Dates are represented as values which are the number of days 
elapsed since the Unix epoch (i.e., since January 1st, 1970) and 
the similarity of two date values (say d1 and d2) is computed as,  

if d1 and d2 are more than a year apart then similarity is taken as 0, 
else similarity is given by, 

   
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where y is number of days in a year . 

Location is another important feature in social media documents. 
In can be represented as textual representation or using 
geographical coordinates (i.e., latitude-longitude pairs). For 
textual representation of location, name of each location is used as 
a token or element and the Jaccard similarity metric is used as the 
feature similarity metric. 

            
   

           
 

where N11 is the number of elements common for both the 
documents, N10 is the number of elements that occur for first 
document but not for second and N01 is the number of elements 
that occur for second document but not for the first. 

To compute the proximity of two locations as geographical 
coordinates Haversine distance can be used. Suppose L1 = 
(lat1,long1) and L2 = (lat2,long2) are geographical coordinates of 
two locations, then similarity between them is given by 1-
H(L1,L2), where H(.) is the Haversine distance, a widely accepted 
metric for geographical distance [3].  
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3. FRAMEWORK FOR SOCIAL MEDIA 
DATA EXPLORATION 

During emergency situation getting information from different 
sources is necessary. Identifying sub-events helps in assessing the 
situation. Information provided by the users on social network can 
be used for situation awareness in emergency situation. However 
manually identifying the sub-events is a cumbersome. Figure 1 
shows a framework which allows automatically analyzing data 
from different social networking sites in case of large-scale 
emergency situation [8]. The analysis is conducted using the 
metadata (e.g., tags and title) associated with the content found on 
social media platforms like YouTube, Flickr, Twitter, etc. An 
interface collects the streaming data from the social media sites.  
First module of the framework collects the data from the social 
networking sites and performs pre-selection of the data. The 
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streaming interface is the one which collects the data from social 
networking sites. For pre-selection we can use key-word based 
search for getting topic specific data. Here streaming interface and 
pre-selection modules can be easily implemented using APIs of the 
social networking site. Burst detection module discussed in [17] 
can be used to detect the occurrence of the event. For example, 
when we get a rapid increase in the occurrence of certain words 
related to natural hazards we can trigger the modules which records 
the data and sub-event detection module. For example if a burst is 
observed in the occurrence of word ‘earthquake’ within certain 
predetermined interval of time it can be said that an earthquake has 
occurred somewhere and  the lower modules of the framework can 
start recording and analysis of data. 

 
Figure 1 Social media data exploration framework 

 
Next module, after pre-selection of the social media documents, is 
sub-event detection. Sub-events during a particular event are the 
smaller events separated by time or location. Sub-event detection is 
the main area under focus. 
After the identification of  sub-events it is necessary to label them. 
This is performed by labeling module. For labelling of  sub-events 
the date and the location of centroid of cluster can be used. Also 

top few words of the tf-idf vector of textual features of the 
documents in the cluster can be used for labelling the sub-events. 
The last module performs the summarization of the documents 
associated with the sub-events. And as a whole it gives the 
summarization of entire event which can be included into the 
situational report.  

4. SUB-EVENT DETECTION 
This paper focuses on the sub-event detection module of the social 
media data exploration framework discussed in earlier section. 
The approach discussed over here is a two-step process. In the 
first step clusters formed by taking different features of social 
media documents individually.  In the second step the clustering 
solutions obtained in the first step are combined to give a single 
clustering solution. Each of these clusters obtained in final 
clustering solution represents a sub-event. 

Using different features of the documents like the title, 
description, location, uploading or creating date and time, etc. and 
their similarity measures different set of clusters can be generated. 
Let us say (F1,…,Fk) are the features of the documents and using 
their appropriate similarity measures different clustering solutions 
(C1,…,Ck) can be formed as shown in the Figure 2. Here single 
pass centroid similarity technique [2] is used, which works as 
follows, 

1. Given a threshold τ, a similarity function E and the data 
points to cluster D1,…,Dn, this algorithm considers each data point 
Di in turn and computes its similarity E(Di,cj) against each cluster 
cj, for j=1,…,m, where m is the number of clusters (initially m=0). 

2. If no cluster is found with the centroid whose similarity 
to Di is greater than τ, then a new cluster is formed containing 
data point Di and with the centroid value as the value of Di. 

3. Otherwise, Di is assigned to the cluster which gives 
maximum value for E(Di,cj) and after adding Di to cluster j new 
value of cj is computed. Depending on the feature of data point 
being considered, the centroid for the cluster is either the average 
tf-idf score per term (for textual features such as title, description, 
tags), the average days (for date), or the mid-point (for location) 
of all data points in that cluster. 

 

 
Figure 2 Conceptual view of overall process
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For each of the clustering unit associated with each metadata or 
feature of the social media data the threshold parameters can be 
tuned during the training phase. Each clustering unit is trained 
using a labeled data set annotated with the sub-events of the event 
and the performance of each clustering unit is evaluated at different 
thresholds and the one which yields the highest performance is 
chosen. To measure the performance of the clustering unit 
Normalized Mutual Information (NMI) score is used. NMI 
measures how much information is shared between the two sets of 
partition. In the case under consideration it is useful to measure 
how much common information is shared in between the actual 
ground truth and the clustering result obtained using the clustering 
unit. Hence it measures the performance of the clustering unit. 

The clustering solutions (C1,…,Ck) obtained from the clustering 
units can be seen as the voter which votes taking into 
consideration whether the pair of data points fall in the same 
cluster or not in their clustering solution. The function used in 
weighted binary vote works as follows, 

1. For the pair of documents (Di,Dj) and the clustering unit 
C, we can define a function GC(Di,Dj)=1, if Di and Dj are in same 
cluster when clustered using the clustering unit C and 
GC(Di,Dj)=0, if Di and Dj falls in different clusters. 

2. Then we compute the score ΣC GC(Di,Dj)·WC, where WC 
is the weight of the clustering unit C. 

3. The score computed in step 2 is used to determine the 
similarity between the documents while combining the clusters 
using single-pass incremental clustering with the threshold tuned 
in the similar manner as done in the clustering units. 

At the end of this phase we get the set of clusters (S1,…,Se) where 
each cluster corresponds to the sub-events in the particular event. 

5. EXPERIMENTS AND RESULTS 
In this study the data posted for Red River Floods 2009 and 
Mississippi River Floods 2011 was collected using the YouTube 
API. The data consists of sub-events observed at different cities 
located on the banks of these rivers. Mississippi river floods 2011 
data consists of sub-events observed at different cities located on 
its banks including Memphis, Greenville, Vicksburg, Natchez and 
Helena collected for the period of May 2, 2011 to May 22, 2011. 
Similarly Red River Floods 2009 data consists of sub-events 
observed at places like Winnipeg, Grand Forks, Fargo and 
Moorhead from March 8, 2009 to April 27, 2009. The features 
associated with each video include title, description, date and 
location information. Location information in both textual 
representation and latitude-longitude representation has been 
considered.  

For experiment MATLAB was used for implementing the single 
pass incremental clustering algorithm. To train the algorithm the 
Red River Floods data set was used.  

During the training phase thresholds and weights are tuned. For 
training the algorithm, data is divided into two parts and is supplied 
in order of date. Half of the data is supplied for setting the 
thresholds. For setting the thresholds, clustering solutions obtained 
by each clustering unit is compared with the ground truth using the 
Normalized Mutual Information (NMI) score. Then the threshold 
value is varied in the range of [0,1] and the value at which it gives 
maximum NMI score is used as the threshold value for that 

clustering unit. Other half of the training data is used for setting the 
weights for the clustering units. The weights of the clustering units 
are set proportional to their NMI score such that the sum of the 
weights of all the clustering units equals to one. 

 

 
Figure 3 Red River and places on its banks 

 

 
Figure 4 Mississippi River and places on its banks 
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Figure 5 Suitable weights for each clustering unit 

While Mississippi dataset was supplied to the algorithm in 
increasing order of date and the performance was evaluated by 
computing NMI score of the obtained results and the ground truth. 
For evaluation of the approach comparison is made between the 
NMI scores obtained by the clusters formed by taking all the 
features individually and the ground truth with the NMI score 
obtained between the clusters formed by combining the clusters 
using above discussed technique and the ground truth. 
The pie chart in Figure 5 shows the most suitable weights assigned 
to each clustering unit for given data. However these weights tend 
to change with change in type of data. 

 
Figure 6 Comparison of NMI Scores taking different features 

individually and taking multiple features into account 

Figure 6 shows the chart comparing the NMI scores of different 
clustering unit taking individual features. NMI score of 0.603 is 
obtained by taking textual location information and is highest 
amongst the performance obtained by taking each feature 
individually. While the last bar shows the NMI score of 0.7087 
obtained by taking multiple features into account using the 
approach discussed in this paper.  So it can be said that clustering 
the documents using multiple features of the social media 
document gives higher performance than taking individual features 
for detecting the sub-events in some natural hazard event. 
Table 1 shows the labels of the top 6 clusters obtained by the sub-
event detection module on using Mississippi River Floods 2011 
data. Location and the date of the clusters are determined by the 
location and date of the centroid. Also it shows the top 4 words 
occurring in the tf-idf vector of textual features of the documents 
falling in the respective cluster. 

Table 1 Sub-event location, date and top 4 terms occurring in 
the tf-idf vectors of documents 

Location Date Top 4 terms occurring in tf-idf 
vectors of textual features 

Memphis 5/10/2011 memphis, river, mississippi, part 

Vicksburg 5/18/2011 vicksburg, ms, mississippi, river 

Greenville 5/16/2011 greenville, mississippi, river, ms 

Memphis 5/10/2011 memphis, mississippi, mud, island 

Natchez 5/19/2011 natchez, hill, lousiana, flow 

Helena 5/12/2011 helena, bridge, cross, look 

 
For comparison of the proposed approach in this work with the 
technique proposed in [8] of using self-organizing maps, same data 
of Mississippi River Floods 2011 was used and NMI scores of 
obtained clusters with ground truth was compared in both cases. 
The NMI scores obtained by the technique proposed in [8] was 
0.5328 while the NMI score obtained by the approach proposed in 
this work was 0.7087. 

6. CONCLUSION 
Research shows that social media data contains useful information 
about an event. And by facilitating the searching of sub-events of a 
particular event it can be helpful to the relief and rescue activities 
during natural hazards. Manually detecting sub-events is a difficult 
task. Traditional topic detection techniques for news articles cannot 
be used for sub-event detection with social network data. Other 
existing sub-event detection techniques for social network data are 
computationally expensive. Also from the results it can be 
concluded that we cannot rely only on any one particular feature 
for social network data. Here the approach discussed helps in sub-
event detection considering multiple features of social media data 
into account. 
YouTube data was used for experiments but the approach 
discussed in this paper is not constrained only to the YouTube data. 
It also be used with other social media data. However based on the 
type of features of the data, the similarity measures and weights of 
the feature based clustering units tend to change. 
The limitation of this approach is that the sub-event detection 
module trained for a particular type of natural hazard cannot 
perform so well with other natural hazards as different natural 
hazards has different levels of granularity.  That is some hazards 
have sub-events that are closely located in time and space while for 
other sub-events may be located at greater distance in time and 
space. 
Work has to be done in determining some technique which can 
facilitate sub-event detection at different levels of granularity. 
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