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ABSTRACT
Research on global warming and climate changes has at-
tracted a huge attention of the scientific community and of
the media in general, mainly due to the social and economic
impacts they pose over the entire planet. Climate change
simulation models have been developed and improved to
provide reliable data, which are employed to forecast ef-
fects of increasing emissions of greenhouse gases on a future
global climate. The data generated by each model simula-
tion amount to Terabytes of data, and demand fast and scal-
able methods to process them. In this context, we propose a
new process of analysis aimed at discriminating between the
temporal behavior of the data generated by climate mod-
els and the real climate observations gathered from ground-
based meteorological station networks. Our approach com-
bines fractal data analysis and the monitoring of real and
model-generated data streams to detect deviations on the
intrinsic correlation among the time series defined by differ-
ent climate variables. Our measurements were made using
series from a regional climate model and the corresponding
real data from a network of sensors from meteorological sta-
tions existing in the analyzed region. The results show that
our approach can correctly discriminate the data either as
real or as simulated, even when statistical tests fail. Those
results suggest that there is still room for improvement of the
state-of-the-art climate change models, and that the fractal-
based concepts may contribute for their improvement, be-
sides being a fast, parallelizable, and scalable approach.
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1. INTRODUCTION
A major challenge posed to researchers in the 21st Cen-

tury refers to assess how much of the world climate changes
as a consequence of the global warming are due to human
activities. The unquestionable increase in the average tem-
perature has impelled researches to do collaborative work
involving meteorologists, mathematicians, statisticians and
computer scientists, in order to assess the real impact of
such increases and at what extent we have the ability to
create strategies to deal with them as well. Provided that
the global warming affects the entire planet, the Intergovern-
mental Panel on Climate Change (IPCC) [21] was created
to evaluate and analyze such changes and to propose alter-
natives to deal with the current and future problems caused
by climate changes. The IPCC reported that for the last
hundred years, the average temperature on earth has been
continually raising [19, 20, 32]. The ten warmest years reg-
istered in history are within the last twenty years [19]. 2010
is tied with 2005 as the warmest years on record [19, 25].

Climate changes forecast allows us to understand, and
maybe to prevent and mitigate bad consequences of human
activities. The forecasting task uses models derived from
the iterative numerical solutions of differential equation sys-
tems, known as climate change models, which describe the
main physical and dynamical processes of the climate sys-
tem to simulate future climates as response to changes in the
atmosphere and in the oceans [18, 14, 26]. Each execution
of one climate model commonly takes weeks of processing in
a large, highly-parallel processing computer and generates
several Terabytes of time series data, depending on the num-
ber of climate parameters. Those parameters commonly go
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up to a few tens and include temperature, humidity, wind
direction and intensity, among others [28, 27, 4]. For the
simulation, the atmosphere is divided into cubes spanning a
few kilometers wide and hundreds of meters high, covering
the whole region or the entire earth, up to the stratosphere.
The models are usually evaluated starting the simulation at
one given instant in the past, where the real conditions of
the atmosphere were known, and using statistical compari-
son of trend analyses to compare the simulated results to the
real data recorded thereafter from a network of sensors from
meteorological stations existing in the analyzed region. To-
day, the analyses of statistical significance indicate that the
results provided by state-of-the-art climate models closely
follow the recorded data. Therefore, these statistical analy-
ses give an evidence of the model’s correctness. However, we
have been performing additional analysis using Fractal The-
ory techniques, and we have found that those fractal-based
techniques can clearly differentiate the simulated from the
real data based on the intrinsic correlations among climate
variables. Thus, although the current climate change mod-
els are appropriate from the statistical point of view, the
Fractal Theory shows that they can be improved.

In such context, this paper proposes one novel process of
analysis as an alternative strategy to evaluate the accuracy
of climate change models when compared to real climate
data, mainly considering general temporal behavior and cor-
relations among climate variables. Our approach deals with
multiple time series as one multidimensional data stream
that corresponds to a set of real ground stations within the
sensor network or to specific atmospheric cubes in the sim-
ulation, in a way that each time series (climate variable)
defines an attribute of the stream. Therefore, it is possible
to integrate multiple climate variables into one unified pro-
cess of analysis, where the correlations existing among the
variables can be analyzed. In particular, we continuously
analyze the data using fractal-based data stream monitor-
ing for change detection, considering the intrinsic correlation
among time series defined by different climate variables. It
is worth to note that our technique does not interfere in the
simulation processing, so its accuracy is preserved.

Up to now, we performed experimental studies over the
climate data series obtained from meteorological stations in
a given region and the simulated corresponding data from a
regional climate model for the same region. The results show
that our approach can clearly discriminate the data either
as real or as model generated. Those results suggest that,
although the current climate change models are appropri-
ate from the statistical point of view, there is still room for
improvement of the models, and that the fractal-based con-
cepts may play an important role in the task. Moreover, our
process relies only on the subset of data collected from the
ground stations of a given region and on the correspond-
ing cubes in the simulated data. Therefore, our proposed
evaluation can be performed over the network of weather
monitoring centers, so each one can better improve its cor-
responding analyses.

It is important to highlight that the techniques for data
analysis based on the Fractal Theory are specially well-
suited for the analysis of very large collections of data. This
is true mainly because of two facts: (i) the fractal-based ap-
proaches usually allow fast processing with linear or quasi-
linear scalability regarding the number of data elements and
attributes; and (ii) the fractal-based methods commonly rely

on the partition of the data space, the individual analysis of
each partition and the integration of the results, following
the well-known “divide-and-conquer” strategy that clearly
contributes to their parallelization. These characteristics
exist in all techniques proposed in this paper. Thus, our
techniques can be seamlessly parallelized to allow the anal-
ysis of data coming from global climate simulations as well
as from worldwide networks of meteorological stations.

This paper is organized as follows: Section 2 presents
background concepts and related work. Section 3 describes
our approach to analyze climate time series coming either
from networks of meteorological stations or from climate
models. Experimental results are discussed in Section 4.
Finally, Section 5 presents final remarks.

2. BACKGROUND AND RELATED WORK
This section presents background concepts of climate

changes forecast and of the Fractal Theory applied to the
analysis of data streams.

2.1 Climate Changes Forecast
Several research groups from different countries have been

working with global climate models of similar characteristics
[18, 14, 26]. The models accurately represent the atmo-
spheric, oceanic and earth processes. Climate models are
systems of differential equations derived from the basic laws
of physics, fluid motion and chemistry. These equations are
solved at a large number of points on a three-dimensional
grid covering the entire world and, therefore, usually run
on supercomputers. Note that these models are the only
means to estimate the effects of increasing greenhouse gases
on future global climate. It has been established that the
amount of greenhouse gases in the atmosphere affects the
amount of energy that escapes from Earth [17]. Observa-
tions in [17] have conclusively demonstrated that the abun-
dance of greenhouse gases in the atmosphere has risen dra-
matically since the beginning of the Industrial Age, and that
the amount of energy entering and escaping from Earth is
the major determinant factor in climate. Therefore, changes
in that balance - either in the input or in the output - will
probably cause a directional change in climate [21].

Due to the inherently chaotic nature of the relationship
between the atmosphere, earth and the oceans, it is not triv-
ial to reach and guarantee accuracy of the models designed
to forecast climate changes in the next years. Therefore,
several future climate scenarios are possible, with different
probabilities to occur, depending on the emphasis given to
the input parameters settled for each model run. The uncer-
tainty associated to the inherent changing of the climate be-
havior underlines the design of climate models. As distinct
scenarios forecast different changes in the future, the con-
sequences (e.g., in the agricultural production) can be large
or small with different impacts for distinct regions. Thus,
the better the accuracy of the model, the more dependable
is the information provided to the decision makers. In this
sense, the well-adjusted knowledge provided by the climate
model may support strategic actions from governments and
enterprises.

For example, studies were conducted aimed at verifying
the impact that rising temperatures - besides the corre-
sponding effects on water availability - can cause on the
Brazilian agriculture by the end of the century [28, 27, 4].
The study was based on the climate model PRECIS [2, 23].
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The results point out that the climate change will cause a
migration of crops adapted to tropical areas to the south of
the country or to areas of higher altitudes to compensate
alterations on the climate conditions. At the same time,
there will be a decrease in the fields of crops from temperate
climate in the country. The only crop that can benefit from
rising temperatures is the sugarcane.

Note, however, that global climate models operate with
low-spatial-resolutions, and therefore, they do not provide
accurate local information, which is needed, for instance,
to help planning crop production. The most accepted ap-
proach to enhance the task of mapping the low-spatial-
resolution from the global climate models to a finer resolu-
tion is combining downscaling from the forecasts generated
by the global models with local climate models. These local
models work with higher resolution data over a restricted
region of interest, using global models as lateral boundary
conditions [3]. Notice, however, that working with more
than one model simultaneously contribute to increase the
amount of data required and the complexity of handling it.

Since 1996 the regional model Eta-CPTEC is under devel-
opment in the Brazilian Center for Weather Forecasts and
Climate Studies (CPTEC) aimed at providing weather fore-
casts for South America [11]. The Eta model was initially
developed at the University of Belgrade and the Hydromete-
orologic Institute from former Yugoslavia, and afterwards by
the National Centers for Environmental Prediction (NCEP)
[8]. The model output is used to analyze the variability of
changes at several scales, from daily to yearly cycles, con-
sidering 50 Km of regional spatial resolution. The training
database contains the historical climate information from
1961-1990 provided by the Eta model, and it is parametrized
using the conditions provided by the Hadley Centre. It is
important to highlight that each execution of the Eta model
generates among three to five Terabytes of data, depending
on the number of parameters employed, which goes up to 42
attributes [28, 27, 4].

2.2 Fractal Theory Applied to the Analysis of
Data Streams

In this work, we propose a fractal-based approach to both
analyze the temporal behavior of data from climate mod-
els and to compare it with real climate data coming from
networks of meteorological stations. In particular, we have
used the fractal-based technique proposed in [30] to track
the behavior of evolving data streams. This section sum-
marizes background concepts from the Fractal Theory and
their application on the analysis of data streams.

A fractal is characterized by the self-similarity property,
i.e., it is an object that presents roughly the same character-
istics when analyzed over a large range of scales. Therefore,
parts of any size of a fractal present the same characteristics
of the whole fractal [29]. Examples of real and synthetic
fractals are shown in Figure 1.

From the Fractal Theory, the Correlation Fractal Dimen-
sion D2 is particularly useful for data analysis, since it
can be applied to estimate the intrinsic dimension of real
datasets that exhibit fractal behavior, i.e., exactly or statis-
tically self-similar datasets. Indeed, it is well-known in the
Databases community that most real datasets are roughly
self-similar [15, 34, 35]. The Correlation Fractal Dimension
D2 measures the non-uniform behavior of real data consid-
ering both linear and nonlinear attribute correlations [15,

Figure 1: Examples of Fractals.

33, 31]. Therefore, D2 represents the dimensionality of the
dataset regardless of the dimension E of the space defined
by its attributes. For instance, a set of points defining a line
z = ax+ by+ c embedded in a three-dimensional space with
dimensions [X,Y, Z] (and thus E = 3) has D2 = 1, as there
is a linear correlation between its attributes. That is, if the
set of points is in a two-, three- or any higher dimensional
space, it will always keep its shape and organization (points
along a line), and have the intrinsic dimension equal to one.
See Figure 2 that illustrates this idea.

z =
f(
x,
y)

X

Z

Y

Figure 2: A line segment embedded in a 3-
dimensional space has D2 = 1.

The Correlation Fractal Dimension D2 of E-dimensional
real datasets can be computed by the BoxCounting method
[29]. Equation 1 presents its definition, in which r is the
side size of the cells in a (hyper) cubic grid that divides the
address space of the dataset, [r1, r2] is a significative range
of scales, and Cr,i is the count of points in the ith cell.

D2 ≡
∂log(

∑
i C

2
r,i)

∂log(r)
r ∈ [r1, r2] (1)

Concepts from the Fractal Theory have been applied to
tackle several problems in databases and in data mining,
such as selectivity estimation [16, 9, 5], clustering [7, 12, 13,
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6], time series forecasting [10], correlation detection [31] and
data stream analysis [30].

The work presented in [30] proposes a technique to detect
changes in multidimensional, evolving data streams based on
the information of intrinsic behavior provided by the frac-
tal dimension D2. The authors also present the algorithm
SID-meter to continuously measure D2 over time aimed at
monitoring the evolving behavior of the data, such that sig-
nificant variations in successive measures of D2 can indicate
changes in the intrinsic characteristics, as well as in attribute
correlations in the data.

Figure 3: Sliding window over a bi-dimensional data
stream.

The SID-meter deals with a data stream as a potentially
unbounded, and implicitly sequence of events < e1, e2, ... >
ordered in time, such that each event is represented by an
array of E measures, i.e., ei = (a1, a2, ..., aE). To measure
the fractal dimension of the stream over time, SID-meter
uses a sliding window to bound successive events to be con-
sidered into the calculation of D2. The sliding window is
divided into nc periods where each period is defined by a
predetermined number of events ni (or units of time), such
that whenever ni new events arrive, the ni oldest events are
discarded. In other words, nc ∗ni specifies the length of the
window and ni determines the step by which the window
moves. The size of the window and its movement step are
user-defined parameters. The value of D2 is continuously
computed for the events inside the window and updated
whenever new events arrive.

Figure 3 illustrates a bi-dimensional data stream (at-
tributes a1 and a2) processed through a sliding window of
size 10 units of time (nc = 2 and ni = 5). Notice in Figure
3a) that from time 1 to 10 (the first window), attributes
a1 and a2 present a similar behavior. In fact, they are lin-
early correlated and therefore D2

∼= 1. From Figure 3b) to
3d), old events are discarded while new data are processed,
considering a movement step of 5 units of time. Also note
that from time 10 on, the behavior of attributes a1 and a2

changes, and the attributes are no longer correlated, such
that D2

∼= 2. When the correlations between the attributes
change, the value of D2 changes as well. Therefore, by con-
tinuously measuring the fractal dimension, SID-meter out-
puts a sequence of D2 values (see Figure 3) that monitors
the evolving data behavior.

2.3 Methods for Evaluating Simulated and
Real data

In order to evaluate how well simulated climate data be-
havior agrees with real observed data coming from net-
works of meteorological stations, some statistical methods
are widely used, including the Pearson correlation coefficient
(r), the coefficient of determination (r2), the Mean Absolute
Error (MAE), the Root Mean Square Error (RMSE), and
others [1]. However, those traditional measures are not al-
ways adequate to evaluate the agreement between real and
simulated climate data, because of the inherent characteris-
tics of the climate variables behavior. Usually, these meth-
ods indicate the amount of linear correlation among variable
pairs and the single difference between data, which do not
represent the true relationship between predicted and ob-
served climate data. Moreover, they are also oversensitive
to large extreme values (outliers) and insensitive to additive
and proportional differences between model predictions and
measured data [22], which could be normal in climate data
behavior.

To circumvent these problems, Willmott [37, 39] devel-
oped the Index of Agreement d, which is used especially to
validate models of prediction. It has been used satisfacto-
rily when observed climate data and model-predicted data
need to be compared. The advantage of this index is that it
represents the ratio between the mean square error and the
“potential error” [37, 39]. The Willmott index is defined by
Equation 2:

d = 1−
∑n

i=0(Pi −Oi)
2∑n

i=0(|Pi − Ō|) + (|Oi − Ō|)
(2)

In Equation 2, Pi are the predicted values, Oi are the
observed values and Ō is the mean of the observed values.

The numerator of the main term in Equation 2,∑∞
n=1 |(Pi −Oi)|2, is the sum of the squared error (SSE).

The denominator, which gives the sum of the squared ab-
solute distances from Pi to Ō and from Oi to Ō, is referred
to as the potential error (PE). In fact, PE is dependent on
the range of P and O, and it is used to standardized SSE.
Thus, d is a bounded, non-dimensional measure which varies
between 0 and 1. If all modeled values fit the observed val-
ues, as a perfect agreement, d equals 1, whereas a complete
disagreement between predicted and observed values equals
to zero. The attractiveness of Willmott’s index is that it
partitions the total error into systematic and unsystematic
errors. The Willmott index of agreement can detect additive
and proportional differences in the observed and simulated
means and variances, which is well indicated to evaluate cli-
mate data predictions [24].

The Willmott index has been largely used by researchers
because studies typically have different conclusions regard-
ing the efficacy of the Pearson’s correlation, tests of statisti-
cal significance (both parametric and non-parametric), and
certain difference measures [1]. Those differences underscore
the uncertainty that researchers face when testing a model,
comparing two or more models, or selecting the most appro-
priate model from the literature [38, 36]. In this paper we
take advantage of a fractal-based analysis together with the
Willmott index d to evaluate how model-generated data and
real climate data agree. This strategy allows us to identify
linear, non-linear and even fractal attribute correlations by
analyzing all climate attributes together, while the use of
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other techniques (e.g., the Pearson’s correlation) to perform
the same task would identify linear correlations only, also
demanding the analysis of every possible pair of attributes
individually.

3. THE PROCESS OF ANALYSIS FOR
REAL AND SIMULATED DATA

In order to assist the domain specialists (e.g., meteorol-
ogists) to study climate data, especially for the evaluation
of the behavior of data from climate change models in com-
parison with that of real data recorded in meteorological
stations from the network, we propose here a process of anal-
ysis based on the information provided by basic statistical
measures and on the fractal dimension measurement, con-
tinuously calculated according to the SID-meter approach.

The process of analysis, illustrated in Figure 4, works as
follows: time series defined by different climate variables are
combined to create a multidimensional data stream, in a way
that each variable defines a dimension of the stream. Fol-
lowing the SID-meter approach, each event ei is defined as a
set of climate measurements of different variables collected
from networks of meteorological stations or generated by cli-
mate models, considering a specific location and a specific
instant of time. An off-line implementation of the SID-meter
algorithm processes the stream and computes the successive
values of the fractal dimension over time, i.e., it outputs se-
quences of D2 values. The size of the sliding window is de-
fined by the specialist according to the target study. Hence,
by analyzing the variation of the fractal dimension over time,
it is possible to identify the existence of correlations among
the climate variables and understand how such correlations
evolve. In other words, it is possible to evaluate the tempo-
ral behavior of the data.

The fractal-based analysis can be applied to real climate
time series and to time series generated by climate mod-
els (simulated data) as well, aimed at comparing them over
time. The main idea is to evaluate the successive values of
D2 computed for both streams (simulated and real) focusing
on the following aspects:

1. Analysis of the general behavior of the two sequences
of D2 values in order to evaluate significant variations
of the fractal dimension, especially those changes oc-
curring in periods characterized by well-known climate
phenomena or extreme events.

2. Comparison of real and simulated data considering the
previous analysis, aimed at evaluating similarities and
discrepancies in the general behavior of the fractal di-
mension measured for both streams.

3. Comparison of the individual values of D2 from both
streams focusing on correlation analysis, i.e., compar-
ing correlations among climate variables from real data
and correlations among the same variables generated
by the climate model.

In addition to the fractal analysis, statistical measures,
such as mean and standard deviation, are computed for each
climate variable (real and simulated), providing further in-
formation to assist the specialist in the analysis task, in par-
ticular when evaluating how the output of climate change
models and data from real sensor networks agree.

We implemented the proposed process of analysis in the
tool named ClimFractal, which was designed to support vi-
sual analysis of large climate datasets based on time series
and stream mining algorithms. From the specialist point of
view, the whole process is entirely performed through the
ClimFractal interface. The specialist can pick the region of
interest and visualize the geographical location of the sen-
sors in ground-based meteorological stations of the network
available for that region in the climate database. The cli-
mate time series gathered from the selected station define
the data stream to be processed with SID-meter. The spe-
cialist also determines the time interval to be considered and
defines the size and movement step of the sliding window ac-
cording to the purposes of the analysis. Finally, simulated
data from a climate model, related to the selected region
and time interval, can also be included in the process as a
second data stream and compared to the real data. The
statistical measures and the successive values of the fractal
dimension are computed for the time series and for the corre-
sponding data streams of interest. Furthermore, the results
are shown in multiple graphs to allow visual analysis of the
temporal behavior of real data and simulated data from a
climate model. Therefore, specialists can visually evaluate
the results as well as tune the parameters, change the re-
gion and time interval of interest, and perform experimental
studies with different configurations.

It is worthy to notice that one of the purposes of the
aforementioned analysis, from the specialist perspective, is
to evaluate climate models and sensor network data in the
context of climate change researches, aiming at improving
climate change forecasting. Also notice that our approach
deals with very large sensor networks, because the SID-
meter algorithm scales linearly with the size of the data
generated by them, combining multidimensional time series
into a sole data stream that summarizes their correlations re-
garding a time window. The ability of offering to the special-
ist a summarized means for spotting the correlation among
attributes of the data is a valuable tool for real time data
analysis.

4. EXPERIMENTAL RESULTS
We have applied the proposed process of analysis to assess

climate time series from a climate database. Two sets of
selected time series were used, which are described in Table 1
and detailed as follows.

1. RealSeries dataset: It has climate time series pro-
vided by Agritempo1 with daily measurements of pre-
cipitation, and minimum and maximum temperatures
obtained from a network of 283 ground-based meteoro-
logical stations in Brazil, from 1917 to 2010. Note that
missing periods exist for some stations. This dataset
spans ∼ 70 Megabytes and covers 283 stations. For
the experiments reported, we used one part of this
data with daily measurements of precipitation, and
mean temperature obtained from 24 selected ground-
based meteorological stations (those without consider-
able missing periods) of the state of São Paulo, Brazil,
from 1961 to 1990, in order to avoid having to deal
with missing data.

1 http://www.agritempo.gov.br
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Figure 4: Overview of the proposed process of analysis.

2. SimSeries dataset: It has climate time series with es-
timated measurements for 42 atmospheric measures,
such as precipitation, temperature, humidity and pres-
sure, using the Eta-CPTEC climate model. Specifi-
cally, the data refers to four distinct simulations for all
grid points on a 0.4× 0.4 (Latitude × Longitude) grid
that covers the entire South America and a small por-
tion of Central America, with four values per day for
each atmospheric measure; the simulation time ranges
are: 1960 – 1990 and 2010 – 2099. The four simula-
tions used different “what-if” scenarios, for the amount
of greenhouse gases in the atmosphere expected in the
future, ranging from a pessimistic one with high gas
emissions, to an optimistic one with low gas emissions.
Each of the four simulation scenarios generates ∼ 1.25
Terabytes, with a total of ∼ 5 Terabytes for the en-
tire SimSeries dataset. In our experiments, we used
the simulated values that correspond to the real data
of the RealSeries dataset taken from the standard
scenario, i.e., daily measurements of precipitation and
mean temperature obtained from that scenario for the
years between 1961 to 1990, considering points of the

grid that are the closest to each real meteorological sta-
tion of the RealSeries dataset. The results obtained
highlights that the process can indeed be distributed
so each region can adapt the analysis process results
to target its specific requirements.

A two-dimensional data stream composed of the attributes
precipitation and mean temperature was defined for each
dataset. We performed the experiments with two configura-
tions of sliding windows:

1. A three-month window evaluating the fractal dimen-
sion at each month, and;

2. A six-month window evaluating the fractal dimension
at each two months.

The successive values of the fractal dimension computed
by the SID-meter method for both streams as well as the
statistical measurements are visualized in the ClimFractal
interface (Figures 5 and 6). The measurements for the real
data are presented in black, while those for the simulated
data are presented in blue. It can be observed that both
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Table 1: Summary of datasets.
Dataset Number of Climate File Size

Variables

RealSeries 3 ∼ 70 Megabytes
SimSeries 42 ∼ 5 Terabytes

datasets showed a similar pattern of behavior, i.e., the frac-
tal dimension measurements vary on the real data as well as
on the Eta-CPTEC model time series.

However, it is important to notice that the real data re-
sulted in graphs where the variables are more correlated,
that is, with less variation of D2. In fact, we can see that
the correlation fractal dimension remained always around
1.0, as shown in Figure 5. This result indicates that the vari-
ables precipitation and mean temperature are highly corre-
lated, as expected by the meteorologists. In fact, it is well-
known in meteorology that the correlation between these
variables varies from a stronger correlation in some periods
to a weaker correlation in others, depending on the season
of the year.

On the other hand, the values of D2 are higher for the data
estimated by the Eta-CPTEC model, with D2 varying from
1 to 1.5, as it can be seen in Figure 6. Those values indicate
that the correlation between the variables simulated in the
climate model is smaller than that found in the real data.
Even though, the similar patterns observed on both curves
indicate that the model can represent the general climate in
the period between 1960 to 1990 for the area of study, but it
misses the finer details of the intrinsic characteristics of the
climate system. Thus, we can see that fractal-based mea-
surements reveal the expected correlations on the real data,
and that they are not echoed when the same measurements
are applied over simulated data. Note that the Willmott in-
dex and other statistical-based methods do not spot neither
of them. These results reinforce the fact that the Willmott
index d is not a measure of correlation, but rather it is a
measure of the degree to which a model’s predictions are
free of errors. Willmott index normally is used, by special-
ist, to measure the model performance. In this case, if the
index is hight we can say that the model is very closer and
can reproduce the real data.

We found the same pattern of correlation between the
climate variables using different window sizes. Although the
pattern is similar for both windows: 3 months and 6 months
(from Figures 5 and 6, respectively), the similarity between
the fractal dimension graphs and their global behavior are
more evident in windows of 3-months. This fact reinforces
the need of specialized tools for visual analysis, in which
experts can interact with the results by varying the input
parameters to verify the response of the model for different
periods of time.

The similarity pattern indicated in the fractal dimension
graphs generated using real data and the output of the Eta-
CPTEC’s model was also observed when the conventional
method of Willmott was applied over both datasets. The
index of agreement d was computed for three climate vari-
ables (minimum temperature, maximum temperature and
precipitation) considering data collected from a subset of
meteorological stations in the network and the correspond-
ing model-generated data. The index d presented a suitable

Table 2: Willmott measure for some stations at the
State of São Paulo for 3 climates variables

Station Name Min. Temp. Max. Temp. Prec.
AVARE 0.760473 0.727417 0.614577
PIRACICABA 0.716948 0.71237 0.676381
ALBERTO L. 0.824454 0.583125 0.534299
BOTUCATU 0.719529 0.706638 0.641365
SAO MIGUEL 0.850551 0.630149 0.563136

similarity pattern considering real and Eta-CPTEC’s data,
as it can be seen in Table 2. Most values of d for minimum
temperature, maximum temperature and precipitation are
greater than 0.6, indicating that the real and the simulated
data follow one similar behavior, considering the individual
behavior of each climate variable.

The proper agreement between real and Eta-CPTEC’s
data can be observed, for example, in the attribute of min-
imum temperature. On the other hand, the series contain-
ing precipitation measurements presented unsatisfactory re-
sults.

Values of d for minimum temperature were always greater
than 0.72, indicating a satisfactory value of correlation. The
station of SAO MIGUEL (Brazilian city of São Miguel Ar-
canjo) presented the best value of d (0.85). However, this re-
gion presented average values for d considering precipitation
(0.56) and maximum temperature (0.63). The best value for
d regarding maximum temperature (0.727) occurred in the
analysis of data from the station of AVARE (city of Avaré),
while average values of d to precipitation were reached for
the station of PIRACICABA (city of Piracicaba). Note that
these regions are located in an important area of sugarcane
production. Thus, it is important to know the corresponding
local and regional climatic characteristics in order to sup-
port the government on decision making analysis regarding
planing of production. That conclusion highlights the im-
portance of presenting to the analysts of each center in the
weather monitoring network the ability to interpret the re-
sults from their own perspectives and requirements.

In addition, these results can also support the researchers
that would use the Eta’s model data, because they can eval-
uate the simulated data, indicating the strongest and the
weakest correlations. The knowledge of climate variables
and of their behavior recorded at networks of meteorologi-
cal stations and estimated by climate models allow one to
specify the tendency of local agricultural production both in
the current climate as well as in adverse weather conditions
in the future. It also provides the developers of the model
feedback on how to better follow the real weather condi-
tions in future releases of the model, integrating the overall
behavior of the simulated data.

5. CONCLUSIONS
In this paper we proposed a process of analysis based on

fractal concepts to evaluate climate data aimed at improv-
ing climate change research. It is important to highlight
that having an approach that can summarize a large volume
of multidimensional data (time series) generated by climate
models as well as large networks of sensors, spotting their
correlations is a valuable asset to support decision making
processes. To do that, a fractal-based approach developed
to monitor evolving data streams is applied to compare the
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Figure 5: ClimFractal Interface: Fractal dimension measured with a 3-month window updated every month.

behavior of real climate time series with data from a cli-
mate model. Our proposed approach scales linearly on the
dataset size and can be tuned to follow the seasonability of
the data, what is done by adjusting its window size. We
took advantage of a fractal-based analysis together with the
Willmott index to evaluate the accuracy of climate mod-
els, mainly with respect to the correlations among climate
variables. This strategy allowed us to identify linear, non-
linear and even fractal attribute correlations by analyzing
all climate attributes together, while the use of other tech-
niques (e.g., the Pearson’s correlation) to perform the same
task would identify linear correlations only, also demanding
the analysis of every possible pair of attributes individu-
ally. The whole process of analysis was implemented in the
tool named ClimFractal System to support visual analysis
of the results. It allows either the analysts of each center
in the weather monitoring network to interpret the results
from their own perspectives and requirements, or regulatory
agencies spanning entire countries or continents to forecast
future weather tendencies. This tool may be used by agro-
meteorologists working with the production of intelligence
data for government agencies that regulate funding of farms,
aimed at stimulating the development of agricultural activ-
ities related to products that can admittedly provide better
productivity in each region or in entire continents.

The initial results showed that our approach can discrimi-
nate between the real data coming from a network of sensors
from meteorological stations and the data generated by a
climate model, as the intrinsic correlations between climate

variables identified in real data (and confirmed by the spe-
cialists) are considerably different from those generated by
the climate model. These results suggest that there is yet
room for improvement of the climate change models, and
that the fractal-based concepts may contribute to this task.

The analysis of the output of climate change models can
help specialists to better understand and to improve the
model, thus contributing to the research on climate changes
and their effects, such as in scenarios of positive and negative
impacts on agriculture and production, as well as to the
human being wellness.

Finally, it is important to highlight that the techniques
for data analysis based on the Fractal Theory are specially
well-suited for the analysis of very large collections of data.
This is true mainly because of two facts: (i) the fractal-
based approaches usually allow fast processing with linear
or quasi-linear scalability regarding the number of data el-
ements and attributes; and (ii) the fractal-based methods
commonly rely on the partition of the data space, the indi-
vidual analysis of each partition and the integration of the
results, following the well-known“divide-and-conquer”strat-
egy that clearly contributes to their parallelization. These
characteristics exist in all techniques proposed in this pa-
per. Thus, our techniques can be seamlessly parallelized to
allow the analysis of data coming from global climate simu-
lations as well as from worldwide networks of meteorological
stations.
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Figure 6: ClimFractal Interface: Fractal dimension measured with a 6-month window updated every 2 months.
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