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ABSTRACT
It is believed that Web search queries are becoming more
structurally complex over time. However, there has been no
systematic study that quantifies such characteristics. In this
thesis, we propose that queries are evolving into a unique lin-
guistic system. We demonstrate proof of this hypothesis by
examining the structure of Web queries by applying well-
established techniques from natural language understand-
ing. Preliminary results of these experiments show quanti-
tative and qualitative proof that queries are not just some
form of text between random sequences of words and natural
language – they have distinct properties of their own.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Query for-
mulation

General Terms
Measurement, Experimentation, Human Factors

Keywords
Query understanding, Query structure, Query segmenta-
tion, Query intent, Word co-occurrence networks

1. PROBLEM
Web users communicate their information need to a search

engine through queries. The fact that search engines do
not really“understand”or“process”natural languages (NLs)
drives average Web users to specify their queries in a form
that has a structure far simpler than NL, but perhaps more
complex than the commonly assumed bag-of-words model.
We hypothesize that Web search queries define a new and
fast evolving language of their own, whose dynamics are
governed by the behavior of the search engine towards the
users and that of the users towards the engine. The objec-
tive of this research is to carefully scrutinize this proposition
through structural analysis of queries and allied user exper-
iments.

1.1 Motivation
Query understanding [4] is gaining importance as a dis-

tinct area of research in query log analysis. It is an umbrella
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term that includes discovering query intent and modeling
term dependencies. The stakes in this problem are high –
this is fueled by the idea that a deep understanding of query
structure can not only help in better information retrieval
(IR) for complex queries and improved assessment of rele-
vance, but also help in several related applications like query
completion and sponsored search. Additionally, if it is pos-
sible to show, with data spanning across several years, that
queries indeed display dynamics similar to NLs, then per-
fectly preserved search logs can act as a potent dataset for
studying the evolution of language. Data scarcity happens
to be a perennial problem plaguing researchers in the field of
language evolution. Irrespective of these factors, it is inter-
esting to understand how millions od users across the world,
without direct interaction, are communicating their infor-
mation needs to the search system in a similar “language”.
While some researchers [10] have cursorily mentioned this
idea, there has been no systematic investigation.

1.2 Proposed Approach
Approach. We adopt a multi-pronged approach. First,

we apply statistical techniques used in Natural Language
Processsing (NLP) to conduct structural analysis of queries
from linguistic first principles. Second, we use complex net-
work modeling techniques for understanding aggregate sta-
tistical properties of query logs and compare them to those
of NLs. Third, we conduct user experiments to understand
cognitive processes underlying query formulation and analy-
sis. In the following sections, we apply such techniques from
NL understanding to queries in a principled manner.

Organization. We first briefly describe our dataset of
Bing query logs in the next section (Sec. 2). Then, we de-
tect the basic structural units of queries using a segmen-
tation technique that relies mainly on query logs (Sec. 3).
Next, we devise an unsupervised approach that can predict
broad roles of segments in queries with reasonable accuracy
(Sec. 4). After these two aspects of query analysis at a micro-
level, we explore macro-analysis of query logs using complex
network modeling (Sec. 5). Finally, we briefly touch upon an
important work-in-progress, query generation using statisti-
cal models (Sec. 6). We conclude by briefly summarizing our
findings and highlighting the existence of strong parallels be-
tween Web search queries and existing notions of language
(Sec. 7).

2. DATASET
For all our experiments, we use queries sampled from a

Bing Australia log of May 2010. It originally consisted of
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16.7M (M = million) queries. 14.5M queries remained af-
ter removing those with non-ASCII characters. One word
queries do not have any“structure”and were discarded. Sim-
ilarly, very long queries that consist of more than ten words
are typically code excerpts, computer generated messages or
NL sentences, and were also omitted. In any case, they form
a very small portion (< 0.1%) of the whole log. The final
list thus obtained had 11.9M queries, out of which 4.7M
were unique. Each query is accompanied by a clicked URL,
a click count and several other features.

3. IDENTIFYING STRUCTURAL UNITS
In order to analyze the language of Web search queries

from the basics, the first step would be to identify its funda-
mental structural units. We know that units like harry potter
and blood pressure should be indivisible during query pro-
cessing. Hence individual words need not be the basic units
for query understanding. This process of dividing a query
into its structural units is called query segmentation [5]. For
example, the query australian open 2013 home page can
be segmented as australian open 2013 | home page.

3.1 State-of-the-art
The past decade has seen a good amount of work on query

segmentation, using diverse supervised and unsupervised al-
gorithms and diverse resources [5]. However, all of these
works, in some form, make use of document resources – ei-
ther Web n-gram frequencies, contents of clicked documents
or search result snippets. We believe that such approaches,
inherently, project NL structure onto Web queries. Queries,
to be understood properly, need to be analyzed based on
their own data – just like all inferences on NL structure
have been made by studying corpora of text in that same
language. Also, supervised methods rely on human annota-
tions to segment unseen data. Supervised approaches, in the
Web scenario, suffer from the problem of coverage. Manual
annotations are noisy, expensive, and not usable for seg-
menting unseen queries from diverse domains.

3.2 Methodology
To resolve these issues, we propose a novel unsupervised

query segmentation algorithm that uses only query logs [6].
The basis of this algorithm is that if an n-gram is to be
a meaningful segment, then its words need to appear ad-
jacently significantly more often than with other words in
between. We use probabilistic bounds using the Hoeffding
inequality to judge the significance of observed counts ex-
ceeding expected counts and thus derive a score for an n-
gram. The score for a segmentation is defined as the sum
of the scores of its candidate segments. We use a dynamic
programming approach to search over all possible segmen-
tations and select the one with the highest score as the opti-
mal segmentation for the query. No manual segmentations
are thus involved in the learning process. It is interesting to
note that our algorithm is able to detect interesting segments
like how do i or spot a fake, which are generic intent/action
phrases in queries but are not standard units in an English
document. To detect rare named entities which do not have
sufficient statistical evidence in the data, we augment our
algorithm using Wikipedia titles [8].

Now, once we are able to segment unseen queries, the next
challenge lies in the evaluation phase. Previous approaches
have mostly relied on validation against human segmenta-

Strategy Unseg. Our [5] Human Brute

nDCG@5 0.688 0.767 0.752 0.759 0.825

nDCG@10 0.701 0.768 0.756 0.763 0.832

MAP@5 0.882 0.945 0.930 0.936 0.958

MAP@10 0.865 0.923 0.910 0.916 0.944

MRR@5 0.538 0.650 0.632 0.632 0.711

MRR@10 0.549 0.658 0.640 0.640 0.717

Table 1: IR evaluation of query segmentation.

tions. However, the end goal of query understanding (and
hence query segmentation) is to improve retrieval perfor-
mance. It is not clear whether human intuition of query
segments is actually the best from an IR perspective. To ad-
dress this problem, we design an IR-based evaluation frame-
work for Web query segmentation [8]. In this setup, queries
segmented by different strategies are evaluated on their po-
tential to retrieve the best quality pages from the collection.
We note here that the only way current search engines “sup-
port” segmentation is to treat each segment as an indivisible
unit in documents through the use double quotes. However,
we find that treating all segments (c.f. how do i versus lord
of the rings) in the same way – matching exactly in the doc-
uments – negatively affects performance. Hence, our evalu-
ation framework is kept flexible and scores a segmentation
strategy on its best possible performance, by independently
considering each detected segment as divisible or indivisible.

3.3 Results and future work
Some of the results are presented in Table 1. On the basis

of experiments conducted on this evaluation framework, we
are able to make several interesting conclusions. (1) There is
no perfect correlation between rankings of algorithms based
on IR evaluation and validation against manual annotations
(2) Segmentation can actively improve retrieval performance
(3) Human segmentations do not always have the best IR
performance (4) Thus, setting human annotations as the
gold standard limits the scope of improvement for a segmen-
tation algorithm (5) The metrics that were previously used
to compare machine segmentations against human markup
also had serious flaws. Incidentally, our segmentation al-
gorithm based on query logs and Wikipedia titles is also
shown to have the best retrieval performance, significantly
improving over the state-of-the-art. The most important
future work in this direction is to explore nested query seg-
mentation (((windows xp) home) ((serial number) for-

mat)), that addresses the problem of granularity inherent in
the so-called flat segmentation algorithms.

4. UNSUPERVISED INDUCTION OF
SYNTACTIC CATEGORIES

Once the identification of query segments is possible, the
next step in a systematic linguistic analysis is to charac-
terize the roles of different types of segments. A similar
analysis in NLP, based on distributional features of words,
leads to Part-of-Speech (POS) induction – labelling words
in sentences as nouns, verbs, or adjectives depending upon
the context in which they appear. But around 70% of the
words in queries are nouns, and a state-of-the-art POS tag-
ger trained on either NLs or queries, fails to achieve satis-
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factory levels of accuracy. Thus, just like a true structural
analysis had to based upon query logs themselves, the func-
tions, or the roles that segments play within queries, have
to be deduced similarly.

4.1 State-of-the-art
The characterization of segments with respect to their

roles is currently a very active area in query understand-
ing. One of the popular lines of research focus on entities
and attributes in queries. Queries in this model, can ei-
ther consist only of entities, like harry potter, or along
with an attribute, like harry potter cast. Similarly, with
respect to entities, classes (like countries), instances (like
India) and relationships have been defined (like country-
capital). However, the drawback of this model is that all
classes of queries cannot be explained properly. For exam-
ple, in queries like how to meditate, or steps to reduce

blood pressure, mapping words or segments to the prede-
fined roles is not straightforward. Another philosophy, which
involves the concept of intent words or phrases [11], is more
generic. Under this model, most queries have a core informa-
tion need – the content of the query – (harry potter, analgesic
drugs), which is called the head/kernel-object [12], and which
could be an entity according to the previous notion. Addi-
tionally, queries also contain words or phrases that carry
user intent, which are called modifiers/intent words/intent
phrases (movie or side effects) [11, 12]. These intent seg-
ments serve to specify the exact information need of the user
with respect to the content segments. However, no generic
method exists for mining such content and intent segments,
and labelling them in queries. We note that such a task can
have a lot of impact on improving retrieval, as different seg-
ments need to be processed differently for the best results.
For example, the word titanic needs to be matched exactly
in the document; but map should be able to bring up a map
of the desired location (the content).

4.2 Methodology
In our attempts at characterizing query segments and be-

ing able to label them in queries, we look for inspirations
from techniques in NLP. Similar to the notion of content
and intent segments in queries, exist concepts of content and
function words in NL. Content words are those with statable
lexical meaning (nouns, verbs, adjectives) and which con-
vey the core concepts in a spoken or written sentence. On
the other hand, function words (prepositions, conjunctions)
serve to specify important relationships between the con-
tent words. Thus, processing both types of words correctly
is crucial to the intended interpretation of a sentence.

There are certain important properties of function words
that we wish to exploit in order to apply this concept to the
“language” of queries. Function words are known to be more
frequent and co-occur with more distinct words in a sentence
than content words. They have low preference for specific
words in their co-occurrence distributions (function words
like and are equally likely to co-occur with words as diverse
as school, law or shark ; however, content words like shark
are much more likely to co-occur only with specific words like
fin). Moreover, the general co-occurrence between neighbors
of function words is also expected to be low (shark and school
are likely not to co-occur in a sentence). We now formalize
these indicators into specific features that are able to quan-
tify this discerning behavior of content and function words.
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Figure 1: Precision, recall and F-score for intent and
content (inset) segment detection.

The features adopted are frequency, co-occurrence count,
co-occurrence entropy (i.e. the entropy of the co-occurrence
distribution for a word) and the clustering coefficient. En-
tropy is an information-theoretic measure of randomness; a
low entropy implies more bias towards specific items in the
co-occurrence list of a word. Clustering coefficient of a node
is a graph-based metric that assumes low values when the
number of interconnections between the neighbors of a node
in a graph is low. Thus, intent segments can be expected
to have high frequency, high co-occurrence count, high co-
occurrence entropy and low clustering coefficient. To begin
with, we compute a simple log-linear combination (to make
individual feature values comparable) of these features for
each distinct segment appearing in the query log. Subse-
quently, all the segments are sorted in a descending order
of the final combination score. Intent segments can be ex-
pected to have higher values of the final score than content
segments.

4.3 Results and future work
First, it was not clear as to what constitutes the correlates

for function words in queries. We observed that the words
that appear in the upper part of the list include, along with
English function words like and, in and of, segments like
pics, maps, how to, cast and song lyrics. Thus, there is a
high correspondence between these words (≃ top 500 posi-
tions) and existing notions of intent words in queries. Con-
tent segments like roger federer and barack obama appear
much lower down (beyond rank 2000). Hence, this simple
and lightweight method can effectively discriminate between
content and intent segments.

We understand that such a method is not useful unless we
are able to tell apart content and function segments inside
queries. So we also implemented a näıve labeling algorithm
for two-segment queries (forming ≃ 44% of the queries in the
log) as an initial step. In this method, since a query must
have at least one content segment, the segment with a lower
score is labelled as content. The other segment is labelled as
intent if its score exceeds a user-defined threshold tuned on
a development set. We asked three experienced Web users
to label content and intent segments in 1000 two-segment
queries. We found that even such a simple score-based tech-
nique is able to achieve ≃ 80% precision for content units
and ≃ 65% precision for intent units (Fig. 1). The recall, for
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both classes, though, is low at ≃ 50%. The inter-annotator
agreement is high, being close to 80%. We have, subse-
quently, also developed a taxonomy of such intent segments
which aligns well with the notion of query facets [3].

There are several avenues of future work that will be ad-
dressed along this line: (1) Finding a better way of combin-
ing the indicator features using machine learning techniques
(2) Developing a more sophisticated labelling algorithm that
extends to multi-segment queries and can account better for
the specific context in the query before assigning labels (3)
Formalizing the intent class taxonomy coupled with a proper
evaluation methodology (4) Formulating intent-class specific
detection and labelling algorithms.

Content and intent segments can be said to be the broad
lexical categories for the language of Web queries. Query
semantics are actually governed by the interactions between
these segments within queries. Thus, being able to formu-
late supervised and unsupervised dependency grammars for
queries based on these lexical categories is our long-term
goal, which could have a huge impact if coupled with intel-
ligent retrieval mechanisms.

5. UNDERSTANDING CORPUS-LEVEL
STRUCTURE

In the last two sections, we have looked at two aspects
of structure that are important to understanding individ-
ual queries. But how can we efficiently model queries at
a corpus-level? Fortunately, in the last fifteen years, com-
plex network theory has been shown to be provide an ex-
tremely useful representation of a body of text, that can
reveal deeper insights about the holistic properties of lan-
guage [2]. They also act as a good visual representation
tool.

5.1 State-of-the-art
Complex network theory provides a powerful mathemat-

ical framework to study various complex systems, and its
success is primarily due to the fact that a network can si-
multaneously capture both the local and long range (global)
interactions present in a system. Of special interest to us
here is the application of network models to linguistics and
corpus studies. A language corpus, which is a running body
of text in a language, collected from various sources, can be
modeled as a complex network. Very recently, topological
analysis of these networks has enabled researchers to sum-
marize the statistical properties of real NL texts that sets
it apart from artificially generated corpora. The most pop-
ular and well-studied representation of a language corpus
is the Word Co-occurrence Network (WCN) [2], which has
also been recently applied to term weighting for IR. These
facts motivate us to choose a network model, viz. WCN for
query logs. As far as we know, we are the first to study such
network modeling for Web search queries [9].

5.2 Methodology
A WCN for any given text corpus is defined as a network

N : 〈N,E〉, where N is the set of nodes each labelled by a
unique word (or segment) and E is the set of edges. Two
nodes {i, j} ∈ N are connected by an edge (i, j) ∈ E if and
only if i and j “co-occur” in a sentence [2]. Co-occurrence
can be defined variously; in our research, we consider local
and global models of co-occurrence as follows. According

to the local co-occurrence model of WCN, immediate word
neighborhood is considered important and an edge is added
between two words if they occur within a distance of two
(i.e. separated by zero or one word) in a query (one query is
considered as a single sentence in this context). On the other
hand, in global co-occurrence, an edge is added between two
words if they occur within the same query, irrespective of
the position. Thus, in general, a global co-occurrence net-
work has more edges than a local co-occurrence network. For
both local and global networks, edges resulting from random
collocations are suitably pruned using joint probability mea-
sures. Fig. 2 illustrates the concept of WCN by showing the
network generated from the toy query log below. Pruned
edges are shown using dashed lines.

samsung focus gprs config

dell laptop extreme gaming config

extreme gaming dell laptop config

buy samsung focus at&t

gprs config at&t samsung focus

samsung focus gprs config at&t

Figure 2: Illustration of a WCN for queries.

5.3 Results and future work
First, our goal is to study the basic statistics of query

WCNs and see how they compare with similar WCNs for
Standard English. We build WCNs from 1M query samples
from our large query log. Then, we measure basic network
statistics like the cumulative degree distribution, clustering
coefficient and average shortest path length. We find a num-
ber of insightful results from our experiments. (1) The cu-
mulative degree distributions of the WCNs for queries are

Figure 3: Degree distributions for query WCNs.
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observed to be two-regime power laws (Fig. 3, local mod-
els), i.e. the plots can be approximated by two piecewise
linear segments when the plot is doubly logarithmic. This is
a strikingly similar behavior between WCNs built from NL
sentences. It is known that such degree distributions corre-
spond to two types of words in the vocabulary – the kernel
and the peripheral lexicon [2]. Hence, such a division is ap-
plicable for query words as well. However this is where the
differences begin: (2) While the kernel in Standard English,
the mother language for our queries, has about 5000 words
(common day-to-day nouns, verbs), the corresponding num-
ber is only 1000 for queries (mostly intent words and popu-
lar names). (3) Small-world property is observed in NL, but
not for queries (4) The periphery to kernel size ratio is much
larger for queries (5) The kernel is much less tightly coupled
than NL and kernel-periphery edges dominate the network,
while intra-kernel edges form the majority in NL. All these
observations point towards the fact that large query logs
have properties that are distinct from NL – providing evi-
dence of a unique underlying linguistic system. We believe
that such an analysis is only the first step; the scope of WCN
analysis goes much beyond a comparative tool for static NL
and query corpora. Currently, we are exploring the use of
WCNs as a tool to evaluate generative models for queries.

6. QUERY GENERATIVE MODELS
A vital aspect of NL complexity is the measure of how eas-

ily one can artificially generate sentences of that language.
Very recently, Biemann et al. [1] have shown that 4-node
motifs, a property of WCNs, can precisely quantify the dis-
tance that a generated corpus is from real language text.
They also show that corpora created using traditional n-
gram language models, even with n = 4, still have significant
gap with real data. A similar analysis on queries reveals an
interesting phenomenon: corpora generated using bigrams
have very high proximity to real logs, while those gener-
ated using trigram models begin to move farther away, as
observed using motif signatures [1]. However, when individ-
ual queries generated using trigrams were shown to a large
swathe of Web users in crowdsourcing experiments, they re-
ceived an average rating of 3.2 on a 6-point scale and were
considered to be as good as real ≃ 28% of the time, while bi-
gram queries obtained a mean rating of 2.9 and were thought
realistic only ≃ 22% of the time. This brings to light an im-
portant conclusion: the ideal generative model for queries
(which are much smaller than the average NL sentence) is
somewhere in between 2-grams and 3-grams, and thus an
orthogonal modeling strategy that takes into account query
semantics like content-intent dependencies is necessary to
explain query structure better. Another important fallout
of studying query generation complexity is to understand,
and finally solve, problems in synthetic query generation,
an extremely potent application.

7. CONCLUSIONS AND FUTUREWORK
In this thesis, we try to examine the hypothesis of queries

evolving into a linguistic system of their own. Initial con-
tributions of this work are as follows (1) Developing a novel
query segmentation approach [6] that reuses query logs and
outperforms the state-of-the-art [5] when compared on an
IR-based framework [8], (2) Providing simple distributional
features as reliable indicators of intent (and content) phrases

in queries, and (3) Applying WCNs to Web search query
logs and quantifying its distinctness from NL [9]. Future
works along each of the examined lines have been identified
in the respective sections. Our preliminary results underline
the necessity of using multiple independent perspectives and
adopting a holistic view. We believe that the unique prop-
erties exhibited by Web search queries can indeed be con-
sidered positive cues in favour of acceptance of our original
hypothesis [7]. However, this research still has a long way
to go. These are only the first steps towards the final goal –
when queries, communicating information needs of millions
of users every day, can be established to be an independent
language system through a seamless convergence of all the
considered structural aspects.
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