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ABSTRACT
Consensus clustering and interactive feature selection are
very useful methods to extract and manage knowledge from
texts. While consensus clustering allows the aggregation of
different clustering solutions into a single robust clustering
solution, the interactive feature selection facilitates the in-
corporation of the users experience in text clustering tasks
by selecting a set of high-level features. In this paper, we
propose an approach to improve the robustness of consen-
sus clustering using interactive feature selection. We have
reported some experimental results on real-world datasets
that show the effectiveness of our approach.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Clustering
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1. INTRODUCTION
Consensus clustering and interactive feature selection have

emerged as useful methods to organize and manage the im-
plicit knowledge from text collections. Consensus cluster-
ing combines different clustering solutions from a particular
text collection into a single robust clustering solution [5].
Recent studies show that the use of consensus clustering
presents promising results in various relevant problems for
text clustering, such as the knowledge reuse and clustering
of heterogeneous data [1]. Interactive feature selection uses
active learning to insert external knowledge in text clus-
tering tasks [2], where users provide feedback by selecting
adequate features for each cluster. The selected features are
used to refine the clustering solution according to users’ ex-
pectations and to define meaningful cluster labels. A major
advantage of interactive feature selection is that it requires
less effort from users than other methods of active learning
[4]. Moreover, it is more natural for users to provide feed-
back on textual features than to indicate a set of constraints
which is required for semi-supervised clustering [3].
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In this paper we present a study on improving the consen-
sus clustering robustness using interactive feature selection.
Unlike existing methods, where a particular clustering algo-
rithm is adapted to incorporate interactive feature selection,
we propose a general approach that allows the use of any
distance-based clustering algorithm. In our approach, the
interactive feature selection is applied to extract, according
to the user experience, an additional view of textual data
called high-level document-feature matrix. This additional
data view is used to complement the view provided by the
traditional bag-of-words model – the low-level document-
feature matrix – which simply associates words and their
frequencies to represent text documents. Several data parti-
tions are obtained for each data view by using various runs of
clustering algorithms and, finally, the clusters are combined
into a single clustering solution using consensus clustering.

We carried out an experimental evaluation on real world
text collections to demonstrate the effectiveness of the pro-
posed approach. The results show that the incorporation of
the high-level data view (obtained from interactive feature
selection) in the consensus clustering significantly improves
the overall clustering accuracy.

2. INTERACTIVE FEATURE SELECTION
FOR CONSENSUS CLUSTERING

For convenience, consider that each document i of a given
textual collection is described by a vector of m feature val-
ues di = (t1, t2, ..., tm), where each feature is a single word
that occurs in texts and its value is based on the frequency
of occurrence of the word in the document. The text col-
lection D = {d1, d2, ..., dn} contains a set of documents
and represents the bag-of-words model, namely the low-level
document-feature matrix. While the semantic information
about words are ignored in the bag-of-words model, the clus-
tering quality can be significantly improved when consider-
ing higher-level information about the textual data. In this
sense, the goal of our interactive feature selection is to ex-
tract high-level features composed of correlated words.

We explore the well known algorithms for mining frequent
itemsets to identify correlated words. First, we extract a set
of frequent itemsets using the Apriori algorithm from the
text collection D. We represent each frequent itemset as a
triple f = (C, ~LS, T ), where C is the document set covered

by the frequent itemset, ~LS is the linear weighted sum of
the documents related to the itemset, i.e.,

∑
d∈C

d
|C| , and

T is the set of the correlated words that identifies the fre-
quent itemset. Next, the extracted frequent itemsets are
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summarized in k clusters by running our algorithm for fre-
quent itemset-based clustering called AL2FIC [3]. In this
algorithm, an active learning procedure supports users to
select the best itemsets of each cluster, in which the user
can analyze if the correlated word set T of a frequent item-
set is appropriate to label a particular cluster. Finally, the
frequent itemsets selected by the user are used to obtain
the high-level document-feature matrix. In our approach,
the feature value w(di,fj) of a frequent itemset fi for the
document di is calculated by the cosine similarity between
the document and the linear weighted sum of the frequent
itemset, i.e., w(di,fj) = cos(di, ~LS).

At this stage of our approach, the text collection is repre-
sented by two views: the low-level document-feature matrix
and the high-level document-feature matrix. For each data
view, data partitions are obtained by running various clus-
tering algorithms or alternatively repeated runs of the same
algorithm with different parameter values. It is important
to note that, unlike approaches that specialize a particular
clustering algorithm to incorporate interactive feature selec-
tion, we can use any distance-based clustering algorithm.

In order to perform the consensus clustering, the gen-
erated data partitions are aggregated by means of a co-
association matrix. The basic idea is to summarize the
p data partitions from a particular data view in a matrix
whose elements are M(i, j) =

aij

p
, where aij is the number

of times that documents di and dj are in the same clus-
ter. Thus, let ML the co-association matrix obtained from
data partitions of low-level features, and let MH the co-
association matrix obtained from data partitions of high-
level features. We compute the final co-association matrix
MF using the following equation:

MF (i, j) = αML(i, j) + (1− α)MH(i, j) (1)

for all documents di and dj , where α (0 ≤ α ≤ 1) indicates
the contribution factor (weight) of each view for the consen-
sus clustering. The co-association matrix represents a new
similarity matrix between the text documents. In order to
finish this step, the UPGMA clustering algorithm [1] is used
to obtain a final clustering solution from the co-association
matrix MF , which represents the consensus clustering using
information extracted from interactive feature selection.

3. EXPERIMENTAL EVALUATION
We carried out an experimental evaluation using six text

collections composed of computer science papers from ACM
Digital Library. Each text collection contains approximately
500 articles organized into 5 clusters. We compared three
strategies of consensus clustering:

1. Only low-level features: consensus clustering obtained
using only the co-association matrix ML, i.e., the con-
tribution factor value is α = 0.

2. Only high-level features: consensus clustering obtained
using only the co-association matrix MH , i.e., the con-
tribution factor value is α = 1.

3. Combining high and low-level features: consensus clus-
tering from the two co-association matrices, i.e., the
contribution factor value is in the range 0 < α < 1.

Several data partitions were generated using different runs
of the k-means algorithm. For the interactive feature selec-
tion, we apply simulated users [2, 3] to select approximately
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Figure 1: Consensus clustering accuracy for each
text collection according to the contribution factor.

100 high-level features. Figure 1 illustrates the accuracy
(FSCORE index [1]) of the consensus clustering for each tex-
tual collection. Statistical analysis of these results (95% con-
fidence level) reveals that the combination of high and low-
level features achieved superior results, in which a significant
improvement in accuracy is obtained when the contribution
factor is close to 0.5 or 0.6. On the other hand, we did not
observe significant improvement in the consensus clustering
accuracy when the contribution factor of the two views is
very unbalanced, i.e., for α close to 0 or 1.

4. CONCLUDING REMARKS
In this paper, we present an approach that explores in-

teractive feature selection to improve the consensus cluster-
ing robustness. The features are selected using an active
learning technique based on frequent itemsets to extract a
high-level document-feature matrix, which complements the
traditional bag-of-words model. The proposed approach is
potentially useful for several real-world applications, espe-
cially when domain experts can participate in the knowledge
extraction process by providing high-level features. Direc-
tions for future work involve the use of advanced text prepro-
cessing techniques with interactive feature selection, such as
named entity recognition and bag-of-concepts, for extracting
alternative data views from texts.

More details on the experimental evaluation, as well as
the text collections and algorithms used in this work, are
available at http://sites.labic.icmc.usp.br/torch/www2013/.
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