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ABSTRACT

With the increasing popularity of Location-based Social Net-
works, a vast amount of location check-ins have been accu-
mulated. Though location prediction in terms of check-ins
has been recently studied, the phenomena that users often
check in novel locations has not been addressed. To this end,
in this paper, we leveraged collaborative filtering techniques
for check-in location prediction and proposed a short- and
long-term preference model. We extensively evaluated it on
two large-scale check-in datasets from Gowalla and Dianping
with 6M and 1M check-ins, respectively, and showed that the
proposed model can outperform the competing baselines.
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1. INTRODUCTION
With the increasing popularity of Location-based Social

Networks (LBSNs), a vast amount of location check-ins have
been accumulated. In this paper, we are interested in pre-
dicting user’s future check-in locations based on these data.
In particular, we attempt to determine which Point Of Inter-
est (POI), such as a clothing store or a western restaurant, a
user will check in next. One of its typical scenarios is shown
in Figure 1(a).

Though the next check-in location prediction problem has
been recently studied [1, 3, 4], the phenomena that users of-
ten check in novel locations has not been addressed. Accord-
ing to our observations, shown in Figure 1(b), users checked
in over 35% novel POIs each day on average even after half
a year, where novel POIs are those POIs that users have not
checked in before. The check-ins at novel POIs bring chal-
lenges to the prediction models which heavily depend on the
feature of user’s individual check-in frequency at POIs [1, 3,
4] since this feature is zero at novel POIs.
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Figure 1: (a)A typical scenario for next check-in
location prediction. Given three successive check-
ins(tree icons) of a user(head icon), we predict her
next location.(b)The ratio of check-ins at novel POIs

given the number of days of check-ins observed.

To deal with this problem, we leveraged collaborative fil-
tering techniques to resort to the similar users’ patterns. In
particular, we proposed a factorizing approach, which we
named as a short- and long-term preference model (SLoP),
for dimension reduction and encoded users’ check-in pat-
terns in a low dimension latent space. In short-term pre-
ference model, we extended sequential collaborative filtering
(SCF) [5] to not only model the transition between the POIs
but also consider various features including dynamic user’s
preferences, spatio-temporal constraints. In addition, since
users often checked in several POIs in a short time, similar to
the successive check-ins in Figure 1(a), we considered these
successive check-ins as groups instead of single check-in as
basic units of SCF. However, in the short-term preference
we simply modeled user’s local preference that depended on
contextual information such as time and previous check-in
locations, thus we leveraged the long-term preference, which
learned the personalized pairwise preference between POIs,
for its supplement.

2. COLLABORATIVE FILTERING FOR LO-

CATION PREDICTION
We assume check-in history Gu of user u is represented

as a sequence of check-in groups in chronological order, i.e.
G1:n

u = {G1
u, · · · , G

n
u}, where n is the total number of check-

in groups. Then the next check-in location prediction prob-
lem is formalized as Pr(i ∈ Gn+1

u |t, G1:n
u ), that is the prob-

ability of POI i belonging to the next check-in group.
In short-term preference, since we only consider current

check-in group and the time of next check-in as contextual
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information, i.e., Pr(i ∈ Gn+1
u |t, G1:n

u ) = Pr(i ∈ Gn+1
u |t, Gn

u),
it is defined as

P̂ r(i ∈ G
n+1
u |t, Gn

u) ∝ (pu+wh(t)) · qi +
f(δd, δt)

|Gu
n|

∑

k∈Gu

n

rk · qi

where the probability is considered as some real value that
can be factorized. pu, wh(t) ∈ R

F can denote user’s and
temporal preference on some intrinsic POI categories, re-
spectively, and qi, rk ∈ R

F can denote the possibility of
POI i belonging to the corresponding POI categories. Thus
(pu +wh(t)) · qi represents dynamic user’s preference, which
means user’s preference is varied with time, where h(t) maps
time t to an hour of the week. And 1

|Gu

n
|

∑
k∈Gu

n

rk · qi mod-

els the transition from previous check-in locations to next.
f(δd, δt) = I{δt<∆T}e

−βδd places an spatio-temporal con-
straint on POIs’ transition, where δt and δd is the time in-
terval and distance between the next check-in group and the
current one. This constraint indicates the larger influence of
more adjacent check-in groups. For learning these param-
eters, we follow [5] to perform stochastic gradient descent
on an objective function based on the pairwise preference
between user’s check-in POIs and non check-in POIs plus a
Frobenius norm of parameters to avoid over-fitting.

In long-term preference, it learns the personalized pairwise
preference between POIs without considering the influence
of time and previous check-ins, i.e., Pr(i ∈ Gu

n+1|t, G
u
1:n) =

Pr(i ∈ Gu
n+1), it is represented as

P̂ r(i ∈ G
u
n+1) ∝ pu · qi

where pu, qi ∈ R
F share similar meaning to that in the short-

term preference. However we learn them by performing
stochastic gradient descent on a different ranking objective
function which considers not only the pairwise preference
between user’s check-in POIs and non check-in POIs but
also the pairwise preference between the check-in POIs with
different frequency.

Since our goal is to perform POIs ranking, we don’t cal-
culate their real probability but simply consider the short
and long-term preference as two scores for POIs. Then we
blend them in a linear way as our SLoP model to get final
scores for POIs.

3. PERFORMANCE EVALUATION
We evaluated on two large-scale check-in datasets from

Gowalla [2] and Dianping, with 6M check-ins at 1,280,969
POIs from 107,092 users and 1M check-ins at 150,094 POIs
from 20,429 users, respectively. These check-ins were pre-
processed by first filtering the users with fewer than 10 days
of check-in history and then grouping successive check-ins
in a short time. Then they were split into a training por-
tion (80%) and a testing portion (20%). Since we aimed to
perform POIs ranking, in order to evaluate the performance
of ranking algorithms, we exploited Accuracy at position k

(Acc@k). Acc@k was 1
k

if the POI of a check-in was re-
turned at j ≤ k position and 0 otherwise. Finally, we also
evaluated the ranking performance on the check-ins at novel
POIs, thus we reported Acc@k at both all check-ins and the
check-ins at novel POIs. Due to the space limit, we only
showed Acc@10.

We compared SLoP with the following baselines: 1) UMost-
Freq, which predicted next location as user’s most frequented
location; 2) UTMostFreq, similar to UMostFreq, but also

Table 1: Comparison with baselines.

Approaches
Acc@10 Dianping Acc@10 Gowalla
novel all novel all

UMostFreq 0.0000 0.2093 0.0000 0.3032
UTMostFreq 0.0004 0.1490 0.0007 0.2159
MostFreq 0.0108 0.0262 0.0394 0.0842
SHM 0.0000 0.2157 0.0000 0.3065
SLoP 0.0016 0.2199 0.0037 0.3120

considered the time (hour of week); 3) MostFreq, which pre-
dicted next location as the most frequented location. 4)
SHM [3], which took into account both user’s check-in fre-
quency and transition between POIs. The comparing re-
sults were shown in Table 1. From this figure, we observed
that: 1) UMostFreq performed better than UTMostFreq
and MostFreq. Their reasons were that UTMostFreq en-
countered over-fitting due to the insufficiency of individ-
ual check-in history and that without distinguishing users
lost significant individual patterns 2) SHM outperformed
the above three baselines since it already exploited these
information. 3) Although MostFreq showed a good perfor-
mance on the check-ins at novel POIs, it didn’t perform well
on other check-ins. However, according to the performance
gap between MostFreq and SLoP on the check-ins at novel

POIs, we observed that there was still improving space to
predict the check-ins at novel POIs. 4) SLoP outperformed
all baselines. This was because SLoP not only considered
those information but also leveraged collaborative filtering
for the check-ins at novel POIs. However, the improvement
over SHM was not large. The reason may lies in the follow-
ing two reasons. First, sparse user-POI frequency matrix re-
sulted in a low performance on the check-ins at novel POIs

and thus only brought small improvement on all check-ins.
Second, the fuse of short- and long-term preference deceased
the performance on the check-ins at novel POIs since the
long-term preference played a dominating role in SLoP.

4. CONCLUSIONS
In this paper, we studied the next check-in prediction

problem and proposed a CF-based algorithm. By evaluating
on two large-scale check-in datasets, our proposed model –
SLoP outperformed four baselines.
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