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ABSTRACT 
Interactive websites use text-based Captchas to prevent 
unauthorized automated interactions. These Captchas must be 
easy for humans to decipher while being difficult to crack by 
automated means. In this work we present a framework for the 
systematic study of Captchas along these two competing 
objectives. We begin by abstracting a set of distortions that 
characterize current and past commercial text-based Captchas. By 
means of user studies, we quantify the way human Captcha 
solving performance varies with changes in these distortion 
parameters. To quantify the effect of these distortions on the 
accuracy of automated solvers (bots), we propose a learning-based 
algorithm that performs automated Captcha segmentation driven 
by character recognition. Results show that our proposed 
algorithm is generic enough to solve text-based Captchas with 
widely varying distortions without requiring the use of hand-
coded image processing or heuristic rules.  

Categories and Subject Descriptors 
K.6.5 [Management of Computing and Information Systems]: 
Security and Protection – authentication, unauthorized access.  

General Terms 
Measurement, Security, Human Factors 

Keywords 
Captcha; human interactive proofs; bots 

1. INTRODUCTION 
Text-based Captchas are popular since recognition of degraded, 
noisy, distorted text with background clutter is a task that humans 
perform with relative ease compared to bots. Given the 
widespread use of text-based Captchas, it is surprising that there 
are few works in literature that describe strategies for the design 
of Captchas that maximize the gap between human and bot 
solving rates. Most Captchas are designed through intuitive rules 
of thumb and validated via heuristic experiments.  This has led to 
the development of many successfully attacks by special-purpose 
bots [1,2,3,4]. The only work to systematically compare human 
and bot solving rates is [2] where the authors only tested 
recognition performance on pre-segmented, single characters with 
single distortions applied. The published attacks on CAPTCHAs 
[1,2,3,4] have taught us that segmentation is harder than 
recognition; indeed, [2] reports that bots are better than humans at 
the task of recognizing distorted single characters. However, we 

know from the continued popularity of Captchas on the Web that 
this is not true of recognition accuracies of humans and bots on 
complete Captchas. Our goal in this work is to benchmark the 
human and bot recognition performance and rigorously study 
what differentiates the solving abilities of humans and bots on 
complete Captchas where the subjects have to solve the 
segmentation task. 

2. METHODOLOGY 
2.1 Testing on Captcha Images 
We conducted a survey of the existing major past and existing 
Captchas and decomposed the types of distortions found in them 
into six major classes. The classes identified agree well with 
existing literature [1,2].  

Table 1: Various image distortions classes and their presence 
in existing and past CAPTCHAs. 

 
We then constructed an end-to-end Captcha generation system 
where all these distortions could be included with varying levels 
of hardness. These distortion classes and their presence in 
Captchas of major web services are summarized in Table 1. Using 
this distortion framework allows us to construct Captchas of 
arbitrary hardness that conform to actual Captchas used in 
practice in the industry.  

2.2 Generic Captcha Solver 
We develop a generic Captcha solver that uses high-precision 
character recognition to drive the segmentation process. We 
assume that an attacker has available (i) a large number of sample 
Captcha image instances, (ii) the text solutions to these instances, 
and (iii) per-character segmentation boundaries (the left and right 
boundary locations) for each character in an instance. A motivated 
attacker can easily achieve these requirements. At its core, our 
Captcha segmentation strategy is similar to classical image 
template matching in which the goal is to detect the presence of 
some object by searching over the entire image using an exemplar 
of the object to be found. We rely on high-precision character 
recognition to drive the segmentation process. Instead of trying to 
explicitly identify high-confidence character segmentation 

3. THE SPACE OF CAPTCHAS
As mentioned earlier, prior work on evaluating the strength

of CAPTCHAs has mostly dealt with those actually deployed
by websites [19, 21, 10, 29, 7]. This is a good strategy since
it helps ensure that the proposed CAPTCHA cracking ap-
proaches are being tested on industry-strength CAPTCHAs.
However, this limits the amount of information we can glean
about the vulnerability of specific distortions to automated
cracking to the parameters actually used in the deployed
CAPTCHAs. Moreover, this methodology may result in ap-
proaches that can be easily detered by simple changes to the
parameters of the distortions.

A�ne Kerning Local Global Spurious Missing
Transforms Overlap Wrap Wrap Foreground Ink

Yahoo/Google
X X X X

Wikipedia
Reddit X X X

MSN/eBay
X X X X X

Baidu/CNN
reCaptcha

X X X X

MegaUpload
mail.ru X X X

captcha.net X X

digg.com
X X

slashdot

Table 1: Various image distortions classes and their pres-

ence in existing and past CAPTCHAs. Note that as of this

writing, some of these CAPTCHAs are no longer deployed

on their respective websites and have been replaced by

other techniques. Refer to Figure 1 for images of these

CAPTCHAs.
In this work, we are interested in rigorously studying what

di↵erentiates the solving abilities of humans and bots on text
CAPTCHAs in general. To this end we conducted a survey of
the existing major past and existing CAPTCHAs and decom-
posed the types of distortions found in them into six major
classes. The classes identified agree well with existing liter-
ature [8, 7]. We then constructed an end-to-end CAPTCHA
generation system where all these distortions could be in-
cluded with varying levels of hardness. These distortion classes
and their presence in CAPTCHAs of major web services is
summarized in Table 1. Later in this paper we will present
our results comparing the human solving rates and automated
bot solving rates as functions of the varying levels of these
distortions. Next we discuss these distortion classes.

3.1 CAPTCHA Distortion Classes
In this section we describe in detail the six distortion classes

and the rationale behind selecting them. We also give details
about our implementation and show examples of their di↵er-
ent levels of hardness.

3.1.1 Affine Transforms
These comprise rotational and scaling transforms applied

to individual characters. In our implementation, each char-
acter is rotated randomly between -45 and 45 degrees and
scaled down between 0 and 50% before being inserted. They
are necessary to guard against basic template-matching at-
tacks and do not typically cause recognition problems for hu-
mans [8]. However, current image processing techniques are
robust enough to correct for these a�ne transforms as shown
in prior work by Chellapilla et al. [9]. Therefore, while we still
use these transforms in conjunction with other distortions in
all produced CAPTCHAs, we do not explore them in much
depth.

3.1.2 Kerning Overlap

The relative space between characters can be adjusted to
control readability of the overall image. Since most auto-
mated attacks seek to first segment an image and then rec-
ognize the characters, the degree of kerning overlap can be
used to make segmentation increasingly di�cult. We control
this distortion by parameterizing the amount of overlap as a
percentage of character width. At 0% kerning, the characters
are normally spaced. At 100% kerning, they are essentially
on top of each other. Figure 2 shows instances of the generic
CAPTCHA at varying levels of the kerning overlap distortion.

Figure 2: Sample instances of the generic CAPTCHA at

low, medium and high kerning overlap distortion

3.1.3 Local Warp
Small distortions to the shapes of characters can be tol-

erated by human users but may confound certain automatic
attacks which try to capture local features of characters. We
apply two types of local distortions. The first is a local dis-
placement, which generates a random displacement field sub-
jected to a low-pass filter, in which pixels are relocated a
certain distance in a random direction in the distorted im-
age. The average magnitude of this movement, measured
as a percentage of character stroke width, is parameterized.
The second is a type of shear, where each column of pixels
is shifted vertically by some magnitude within some random
range, measured in terms of character height. Figure 3 shows
instances of the generic CAPTCHA at varying levels of these
two types of distortions.

Figure 3: Sample instances of the generic CAPTCHA at

low, medium and high local warp distortions. The top

row shows the local displacement e↵ect and the bottom

row shows the shear e↵ect

3.1.4 Global Warp
Global warping, applied over the entire image, shifts the

baseline along a sinusoid. This distortion is controlled by
a parameter that specifies the amplitude of the function in
terms of the vertical displacement in relation to the average
character height. This type of global warping of textline im-
ages has been described by Varga and Bunke in [26]. Figure 4
shows instances of the generic CAPTCHA at varying levels
of this distortion.

Figure 4: Sample instances of the generic CAPTCHA at

low, medium and high global warp distortions
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boundaries for the individual characters in a Captcha, an 
automated solver can try various candidate character segmentation 
boundaries, compute the confidence of there being a complete 
character in that segment, and pick the sequence of boundaries 
that yields the highest confidence solution. The segmentation is 
implemented as a dynamic programming search through the 
various candidate character segment sequences possible for an 
image subject to pruning criteria that limits the smallest and 
largest segment widths possible. Segment widths less than the 
expected width of the narrowest character or larger than the 
expected width of the widest character in the dataset are ignored 
when searching for the solution. 

3. EXPERIMENTS 
The recognition experiments were set up as follows. For each 
distortion feature, we varied that feature across a range of 
parameters and tested the recognition accuracy of humans and 
bots on samples at each distortion level. Only one feature was 
varied at a time, and the remaining features were held at a 
nominal value. We selected a nominal parameter value for each 
distortion feature which corresponds to a very low, but non-zero 
distortion effect. Table 2 lists the nominal values used for each 
distortion feature. 

Table 2: Individual distortion features and their 
corresponding nominal values. 
 

 

 

 

 

 

A total of 10,000 Captcha instances were presented to Expert 
subjects, AMT subjects (on Amazon Mechanical Turk), and the 
bot solver. There were 20 distinct Expert subjects and 203 distinct 
AMT subjects who independently solved the 10,000 instances. 

The plots in Figure 1 show the performance of humans and the bot 
on the various distortion classes. The results for all distortions 
show that at the lower distortion levels, both Expert and AMT 
subjects perform comparably well while recognizing Captchas. 
Similarly, when the distortion levels are sufficiently high, both 
Expert and AMT subjects perform equally badly (see Figures 1(a), 
1(b), 1(d), and 1(f)). For mid-level distortion levels, there is a 
marked decrease (10-15% lower) in the recognition accuracy of 
AMT subjects compared to Expert subjects. 

4. CONCLUSION 
In this work, we conducted an evaluation of human and bot 
performance on text-based Captchas. We identified a set of 
common Captcha image distortions by studying various existing 
and past Captchas, combined these distortions to construct a 
generic Captcha and conducted tests to understand what effect 
varying the strength of these distortions had on the recognition 
abilities of humans and bots. We presented (to the best of our 
knowledge) the first learning-based recognition-driven 
segmentation framework that can simulate other Captcha-specific 

solving attacks and that can be used for the purpose of testing the 
strengths of any newly developed Captcha technique. 

 

 

 
Figure 1: Recognition accuracy of humans and bot as 
difficulty parameter is varied for various distortion classes 
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settings. We divided each set of 10 CAPTCHAs to contain 5
Easy, 3 Medium, and 2 Hard instances. .
The experiments in this section were set up as follows. For

each distortion feature described in Section 3.1, we varied that
feature across a range of parameters and tested the recogni-
tion accuracy of humans and bots on samples at each dis-
tortion level. Only one feature was varied at a time, and
the remaining features were held at a nominal value. We se-
lected a nominal parameter value for each distortion feature
which corresponds to a very low, but non-zero distortion ef-
fect. These nominal distortion levels were chosen after visual
inspection of the generic CAPTCHA images. Table 2 lists
the nominal values used for each distortion feature.
A total of 10,000 CAPTCHA instances were presented sep-

arately to Expert subjects, AMT subjects, and the bot
solver. There were 20 distinct Expert subjects and 203 dis-
tinct AMT subjects who solved the 10,000 instances. The
plots in Figure 9 show the performance of humans and the
bot on the various distortion types described in Section 3.1.
Figure 9(a) shows the performance of humans and bots as

the magnitude of kerning overlap is varied. From the figure
we see that humans and bots are similarly a↵ected by the
kerning overlap distortion. Bot recognition accuracy drops
o↵ to very low levels only after about 60% overlap, at which
point, human recognition accuracy has also sharply dropped
o↵.

(a) Kerning overlap (b) Local displacement

(c) Global warp (d) Shear

(e) Foreground (width) (f) Foreground (density)

(g) Missing ink (width) (h) Missing ink (density)

Figure 9: Recognition accuracy of humans and bots as

various parameters are varied

Figures 9(b), 9(c), 9(d), and 9(e) show similar behaviors be-
tween humans and bots where the regions of su�ciently low
bot recognition accuracy also means low human recognition
accuracy. Figures 9(f) 9(g) and 9(h) show better scenarios for
human recognition accuracy. For the missing ink distortion
especially, the magnitude of missing ink strokes above 60%
has an adverse e↵ect on bot recognition accuracy while keep-
ing human recognition accuracy at respectable levels. The
results for all distortions show that at the easier distortion
levels, both Expert and AMT subjects perform comparably
well while recognizing CAPTCHAs. Similarly, when the dis-
tortion levels are su�ciently high, both Expert and AMT
subjects perform equally badly (see Figures 9(a), 9(b), 9(d),
and 9(f)). For distortion levels that are neither too easy nor
too di�cult, there is a marked decrease (10-15% lower) in the
recognition accuracy of AMT subjects compared to Expert
subjects.
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subject and has a textbox into which the subject can input
the solution. On presenting a solution (correct or wrong), the
subject was shown another CAPTCHA to solve as well as an
indication of whether the solution provided for the previous
CAPTCHA was correct or not. Note that the tool did not in-
form subjects of the correct CAPTCHA solutions, but rather,
only identified if the previous solution provided by the sub-
ject was correct or not. For both user populations, subjects
were allowed only one attempt per CAPTCHA to enter the
correct solution. They did not have to complete the test in
a single sitting. The URL of the tool was distributed among
the human subjects and they were free to use the tool to
solve CAPTCHAs from any location, at any time, and were
not constrained to any specific durations of solving sessions.
So, a subject could solve as many CAPTCHAs in one ses-
sion as s/he wished to. Finally, the tool required the subject
to enter some solution before moving on to the next random
instance (entering a random string was akin to skipping the
CAPTCHA). Once again we note that the design decisions
mentioned above were made to, as far as possible, simulate
the real-world scenario of a human user interacting with the
CAPTCHA system on a commercial website.

5.3 Human Subject Populations
We measured human performance of two populations of

human subjects: Expert and AMT. We describe their char-
acteristics below.

5.3.1 Expert Subjects
The Expert category consisted of human subjects work-

ing at a large internet company. All subjects were employees
whose primary function was providing editorial labels for var-
ious annotation/editorial tasks. All subjects had at least an
undergraduate degree and were familiar with the concept of
a CAPTCHA. A total of 20 Expert subjects were recruited
to solve the CAPTCHA challenges and 10,000 CAPTCHA
images were presented at random to them. Before taking on
the actual solving task they were given a small amount of
training in order to familiarize themselves to our tool. The
training involved their having to solve 20-30 instances. The
CAPTCHAs solved during the training phase were not used
in computing the accuracy measures.
Expert subjects were not presented with any incentives

to solve the CAPTCHA challenges; the task was part of
their routine duties. However, their monthly salaries were
extremely high in relation to the number of CAPTCHA they
had to solve and hence we expect them to have a strong in-
centive to perform well on this task. This, in addition to their
training, leads us to believe that their performance will likely
be an upper-bound on the real-world human performance.

5.3.2 AMT Subjects
The AMT category consisted of human subjects recruited

using Amazon’s Mechanical Turk (MT), a crowd sourced mar-
ketplace of human workers willing to solve tasks. Requesters
can post Human Intelligence Tests (HITs), and o↵er a reward
for its completion. Once a worker completes a HIT and sub-
mits the results, the requester can review the solution before
authorizing payment. Certain performance criteria can be
set, which once met, entitles the worker to bonus payments.
A number of studies have shown that workers on MT pro-
duce results that are comparable to conducting laboratory
studies [4, 15, 22, 25].

Distortion Feature Nominal Value

Character Kerning 10%
Local Displacement 2.5%

Global Warp 1.25%
Shear 3.75%

Spurious FG Stroke Width 10%
Spurious FG Stroke Density 10%
Missing Ink Stroke Width 5%
Missing Ink Stroke Density 30%

Table 2: Individual distortion features and their corre-

spoding nominal values

We posted CAPTCHA challenges as HITs on MT and of-
fered financial incentives for workers to participate in the
study. Each HIT consisted of a set of 10 CAPTCHA in-
stances that had to be attempted. Workers who completed
a HIT would be awarded US$0.10/HIT (this translates to
US$0.01 for each CAPTCHA attempted). Note that this pay-
ment was for simply attempting a CAPTCHA, irrespective of
whether the answer was correct or wrong; we chose this ar-
rangement to encourage participation in our posted task. In
order to create incentives for entering correct solutions, we
assigned a bonus payment of US$0.10/HIT for getting x out
of 10 CAPTCHA instances correct. We set x=7 for the exper-
iments that yielded results presented in Section 6.3.1 and set
x=6 for the experiments that yielded results presented in Sec-
tion 6.3.6. We set the per-worker HIT limit to 10, and so each
worker could only solve at most 100 CAPTCHAs (10 HITs x
10 CAPTCHA instances). Under this setup, 203 subjects re-
sponded to our first set of tests (with results in 6.3.1), solving
a total of 11,570 instances, and 189 subjects responded to the
tests with results in 6.3.6, solving a total of 5,190 instances.
As described above, our payment structure was setup in

order to encourage participation as well as correctness. The
US$0.10/HIT attempt payment and bonus are an order to
magnitude higher than what is typically paid at CAPTCHA
solving farms [3]. Given the incentive structure, as well as
the composition of AMT [4, 22, 15], we believe that the
CAPTCHA solving performance of this population of users
will closely resemble or lower-bound that of real-world users.
And, as seen in Sections 6.3.1, 6.3.2, and 6.3.4, the perfor-
mance of AMT subjects is not wildly di↵erent from Expert
subjects.

6. EXPERIMENTS
In this section, we present experiments that compare hu-

man and bot performances on instances of the generic text
CAPTCHA.

6.1 Experimental Setup

6.1.1 Setup to Measure Bot Performance
Since we had the ability to generate random, potentially in-

finite generic text CAPCTHA instances, there were two pos-
sible approaches to measuring the recognition performance of
bots over the full range of image distortion parameters: (i)
measure the performance of bots over the full range of dis-
tortion parameters described in 3.1, or (ii) generate a set of
CAPTCHA instances to only include those samples whose
distortion parameters fall within some acceptable human op-
erating range and measure bot performance on this smaller
set. We chose approach (ii) to get an idea of the ability of
bots over the entire range of human solving ability.

6.2 Single Character Recognition
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