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ABSTRACT
The broad adoption of online social networking platforms
has made it possible to study communication networks at an
unprecedented scale. With social media and micro-blogging
platforms such as Twitter, we can observe high-volume data
streams of online discourse. However, it is a challenge to col-
lect, manage, analyze, visualize, and deliver large amounts
of data, even by experts in the computational sciences. In
this paper, we describe our recent extensions to Truthy, a so-
cial media observatory that collects and analyzes discourse
on Twitter dating from August 2010. We introduce sev-
eral interactive visualizations and analytical tools with the
goal of enabling researchers to study online social networks
with mixed methods at multiple scales. We present design
considerations and a prototype for integrating social media
observatories as important components of a web observatory
framework.

Keywords
Visualization; Resource Data Management; Social Media
Observatory; Web Observatory; API.

Categories and Subject Descriptors
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1. INTRODUCTION
The World Wide Web is a new frontier in the study of

human behavior. People volunteer information about them-
selves which has been historically expensive and time con-
suming to collect. From social media to mobile phone net-
works, “computational social science” has advanced knowl-
edge and understanding in the behavioral [?], political [?],
and economic [?] sciences [?]. This has resulted in a clamor
for access to “big data” about people and their interactions
as a primary source for interesting questions about human
social organization [?].

Despite the promises of these advances, there are various
limitations to using social networks as a primary data source.
It is often difficult or expensive for researchers trained in
the social sciences to utilize the technological expertise re-
quired to collect, manage, filter, visualize, and analyze large
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amounts of data. Research is also hard to reproduce when
performed on a wide variety of datasets gathered with cus-
tom toolkits. Thus, it is beneficial for researchers to utilize
a centralized platform. It is also important that any such
platform be free or inexpensive, unlike for-profit social media
analytics services such as GNIP (gnip.com), as researchers
often operate within limited budgets.

We argue that “social media observatories” can leverage
information visualization as well as open access to data and
statistics to provide a natural solution to these problems.
In this paper, we introduce several key design concerns for
social media observatories. We then describe extensions
of a currently operational social media observatory proto-
type, the Truthy project (truthy.indiana.edu) [?]. We
deploy real-time, interactive visualizations of information
diffusion processes on Twitter. We have created an inter-
active dashboard to address the needs of researchers, jour-
nalists, and others interested in qualitative and quantitative
inquiry. Finally, we introduce the Truthy API, which allows
users to download derived statistical data for the last 90
days of Twitter posts related to politics, social movements,
and news.

2. RELATED WORK
140kit (140kit.com) is a platform that aims to make the

collection and analysis of Twitter data accessible to researchers.
Users can track streams by terms, users, or locations, within
a time frame of up to one week. This does not allow one to
track a stream over a long period of time, nor to compare
different streams. The Twitter datasets are available for
analysis using a set of predefined offerings, such as a ba-
sic histogram, interaction list, and conversational network
graph. Users can browse these visualizations publicly, yet
do not have access to download the raw data. At the time
of this writing, 140kit is in the process of shutting down due
to lack of funding.

VisPolitics (vispolitics.com) contains a set of visualiza-
tion projects, the most relevant of which are the so-called
“debate and election tweet meters.” These projects collect
data in real time from the Twitter API and provide visual-
izations of tweeting activity as well as a computed “winning
index” and sentiment over time. Although these interactive
charts are only active during political debates and elections,
they provide an example of how an observational lens into
social media activity can be tailored for a specific use case.

Several commercial entities, including PeopleBrowsr
(peoplebrowsr.com), Datasift (datasift.com), and
SocialFlow (socialflow.com), provide data and analytics
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Figure 1: Theme detail page for U.S. Politics. One can click a meme to reach its detail page.

from multiple social media platforms. Their primary audi-
ences include enterprise ventures, financial industries, busi-
ness intelligence, and government. The methods of delivery
vary from web-based access and export of data to consulting
services. These services include raw data access and com-
putation of various measures, such as influence, sentiment,
and information flows [?].

TwitInfo (twitinfo.csail.mit.edu) is a website display-
ing network analysis and visualizations of Twitter data. Its
content is collected in automatically identified “bursts” of
tweets [?]. Twitinfo also calculates the top tweeted URLs in
each burst, and plots each tweet on a map, colored according
to sentiment. Twitinfo focuses on specific memes identified
by the researchers, and is thus somewhat limited for users
who might wish to investigate arbitrary topics.

Ripples (plus.google.com/ripple/details) is a feature
of the Google+ social network, useful for visualizing the
spread of reposts among users (similar to Twitter’s retweets).
When a user reposts content, Ripples tracks the interme-
diate users along the diffusion path, information which is
not available via the Twitter API. Users are represented as
colorful bubbles, which recursively contain the intermediate
users who have also shared the post, and are scaled accord-
ing to estimated influence. This visualization is similar to
the diffusion networks in the Truthy system [?,?].

3. SOCIAL MEDIA OBSERVATORIES
Our proposed goal for a social media observatory is to

collect large-scale online social network data and organize
it for easy access. Bearing qualitative resemblance to ob-
servatories used in the natural and physical sciences, social
media observatories can stimulate the rigorous use of large-
scale data for studies of human behavior. The target users
include researchers, journalists, educators, analysts, and the
general public.

A proper social media observatory should facilitate and
support the use of mixed methods approaches. Users profi-
cient in qualitative analysis should benefit from interactive
visualizations that allow them to identify key topics, users,
and events in the social media stream. Those interested in
quantitative data analysis may want access to statistics from
real-time and historical data streams.

We have identified a series of design goals and concerns
for social observatories, outlined below.

Reliablity. Even when large-scale data sets are collected,
the reliability and stability of that data is often var-
ied or unknown. Spam and misinformation may add
noise, often originating from compromised accounts of
otherwise legitimate users [?,?,?]. A social observatory
should strive to legitimize data through cleansing and
tagging by social, algorithmic, or other means. This is
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an ongoing research area and will require exploratory
approaches. The observatory should also expose the
consequences (e.g., bias) of any sampling method.

Reproducibility. Research is often difficult to reproduce
when performed on a wide variety of possibly propri-
etary datasets, gathered with custom toolkits. Social
observatories should attempt to mitigate this problem
by offering a standard ontology for the storage, ref-
erence, and transfer of these datasets between users.
This will improve the quality of research work and en-
courage the investigation of behaviors and events from
multiple interdisciplinary and methodological perspec-
tives.

Topic Filtering. To analyze the social network surround-
ing a specific event or topic, users may initially employ
a method such as keyword search. Problems with such
approaches include the need for prior knowledge and
the risk of selection bias, whereby a query may be dif-
ficult to produce and/or reflect the preconceptions of
the user. It is therefore desirable for a social observa-
tory to provide data-driven views of topically consis-
tent information clusters [?]. Users should be able to
browse these topical communities. This will facilitate
the observation of naturally emergent patterms.

Visualization. Visualizations can provide an intuitive lens
to help users sift through large volumes of data for
understanding observations at multiple scales through
human vision. Information visualization pioneer Ben
Schneiderman identifies several key features of an in-
formation visualization tool [?]. Such a tool should al-
low users to gain an overview of the data under study,
provide zoom & filtering capabilities, item-level details-
on-demand, allow users to see relationships among items
in a collection, and extract target data about specific
subsets within the collection. For social observatories
to be useful, the interface between the user and data
should benefit from these same design concerns.

Open Access. Even for those in the computational sci-
ences, the sheer cost of technological infrastructure
makes it difficult to deploy large-scale, scalable data
collection and management systems. The start-up costs
are often insurmountable for smaller labs. Commercial
social media analytics companies offer such services;
however, they are not always accessible as researchers
often operate within limited budgets. A public and
free — or low-cost — social observatory enables access
to large-scale social media data analytics for non-profit
endeavors.

Legal Compliance. Social media observatories will need
to consider the risks of providing sensitive or protected
content, such as profile information. They must ensure
compliance with the terms of service of online social
media platforms by only providing derived data, such
as social network structure features and vector repre-
sentations of textual content.

4. THE TRUTHY PLATFORM
The Truthy system was originally designed to analyze and

detect the emergence of coordinated misinformation cam-

Figure 2: Diffusion networks associated with dif-
ferent Twitter memes. Nodes represent individ-
ual users and edges show how these memes spread
from user to user by way of mentions (orange) and
retweets (blue). In clockwise order: @whitehouse,
#nightclub, #tcot, #syria, #rsvp, and @michelleobama.

paigns on Twitter [?, ?]. Now tasked with the study of in-
formation diffusion in general, Truthy monitors a real-time,
high-throughput feed of 140-character messages known as
tweets. The data source is a sample of approximately 10%
of public tweets obtained from the Twitter streaming API
(dev.twitter.com).

In the current prototype, Truthy first filters content based
on broad themes (politics, social movements, and news as of
this writing). This filter is implemented as a run-time, asyn-
chronous keyword-matching process. Further details can be
found in previous work [?]. The system then clusters the se-
lected tweets into groups of related messaged called ‘memes.’
Memes typically correspond to discussion topics, commu-
nication channels, or information resources shared among
Twitter users. Memes are useful to provide users with an
identifiable unit of information transfer for filtering content.
Here we outline the criteria for the grouping of content into
memes:

Hashtags. Hashtags are tokens used to identify the topic
or intended audience of a tweet. Examples are #taxes

and #news.

Mentions. A Twitter user can include another user’s screen
name in a post, prefixed with the ‘@’ symbol, for exam-
ple @barackobama. These mentions are used to denote
that a particular Twitter user is being discussed or to
address a post to that user.

Hyperlinks. We extract URLs from tweets by matching
strings of valid URL characters that begin with http://.

Phrases. Finally, we consider the entire text of the tweet
itself to be a meme once all Twitter metadata (hash-
tags and mentions), punctuation, and URLs have been
removed. Substrings of tweets may also be matched.

Let us operationally define a meme as the set of all tweets
containing a common hashtag, mentioned username, hyper-
link, or phrase. Using memes as the atomic units of in-
formation transfer, we are able to create large-scale, high-
resolution models of information propagation dynamics.
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Figure 3: Interactive diffusion network visualization and user data exploration interface for content associated
with the #p2 meme, or “Progressives 2.0.” On the top right, the push-button tool allows one to tweet about
a particular meme. Options include “Truthy” and “Spam.”

On the Truthy website, users can browse and search through
collections of theme-related memes. Users can sort memes
based on a variety of statistical features (Fig. ??). For each
meme, the user is presented with an interactive dashboard
containing a crowdsourced definition (from tagdef.com), a
high-resolution image of the meme’s information diffusion
network (Fig. ??), and various interactive visualizations and
statistics. In Section ?? we introduce an API that allows one
to access user- and meme-level statistics.

In an attempt to improve the reliability of the data, Truthy
facilitates social tagging of suspicious content, such as spam
and astroturf. Through the meme detail interface (Fig. ??),
one can tweet about a meme or user (Fig. ??) in a syntax
that can be automatically parsed by our system. We collect
these posts for future analysis of the reliability of crowd-
sourced data in a social media observatory.

5. SOCIAL OBSERVATORY ELEMENTS

5.1 Computed Statistics
We compute a number of descriptive statistics for each

meme and user. For memes, we compute the number of

tweets and users, as well as sentiment and network prop-
erties. For users, we compute their total tweets, retweets,
mentions, probable language, date of most recent activity,
and account creation date. For users with tweets in the
U.S. Politics theme, we also predict their political parti-
sanship. Finally, we compute the sentiment associated with
each meme tweeted by a user.

Sentiment is calculated using OpinionFinder, a system
that performs emotional valence analysis by searching for
substrings in a text to identify phrases that express positive
or negative sentiment [?]. We attempt to identify the dom-
inant language of each Twitter user with the Compact Lan-
guage Detector library, developed by Google for use in the
Chrome web browser.1 This library makes use of character-
level n-grams.

To infer the partisan leanings of individual users we ap-
ply a machine-learning algorithm that leverages network and
text features to make predictions of political ideology [?].
This technique relies on the highly-clustered structure and
hashtag usage of a political retweet network. Using a data

1
code.google.com/p/chromium-compact-language-detector
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Figure 4: Interface one sees after clicking on a user
in the interactive network.

set of 1,000 manually-annotated users, the authors found
that membership in a specific network cluster predicted po-
litical affiliation with 87.3% accuracy.

5.2 Interactive Diffusion Network
The interactive diffusion network, designed for qualitative

inquiry, allows users to identify the accounts associated with
interesting nodes. To allow users to investigate the most
important users, we filter the complete network layout to
include only the 25 most retweeted users and their neighbors.
This allows for a detailed examination of the relationships
between the most prominent individuals in the network (see
Fig. ??).

A directed edge from node i to node j in the interactive
diffusion network represents at least one event in which j
retweets i, and the width of the link increases with the num-
ber of retweets between the users. Nodes have an area that
scales logarithmically with out-degree and are colored ac-
cording to inferred political partisanship (for memes about
U.S. Politics). A user can hover over any node in the net-
work to see the associated account name, and clicking a node
brings up an interface containing computed statistics about
that user (depicted on the right-hand side of Fig. ??).

The interactive diffusion network is created using d3.js, a
JavaScript library that binds arbitrary data to a Document
Object Model (DOM), and then applies transformations us-
ing Scalable Vector Graphics (mbostock.github.com/d3).

5.3 User Exploration Interface
In addition to the data exploration framework described

above, we provide a filterable, sortable, and exportable data
table built with the Google Chart Tools API (code.google.

com/apis/chart/interactive/docs/gallery/table.html).
In this interface (Fig. ??), a data table is presented con-
taining fields described in Section ??. This interface allows
users to investigate the behavioral and demographic charac-
teristics of larger collections of individuals compared to the
interactive diffusion network. This data can be exported in
CSV (comma-separated values) format for further analysis,
promoting reproducibility.

5.4 Application Programming Interface (API)
The Twitter Terms of Service prohibit third-party ser-

vices from providing direct access to historical tweet con-
tent; requests for tweet content must be made through the
official Twitter API. One of the key demands of our users
is the ability to access and export historical social media
data. To this end, we offer a public REST API to access
our meme and user statistics, as well as static diffusion net-
work images. We currently offer our API through Mashape
(mashape.com/truthy/public). Mashape offers modules in
various languages that one can use to facilitate program-
matic access the API, especially for non-technical users.

The API provides the following endpoints: meme com-
munication networks in gexf, graphml, edgelist, and adjlist;
meme statistics including number of events, users, and com-
ponent size; and user statistics such as political partisanship,
sentiment, and activity levels. Each meme and user is iden-
tified by a unique, anonymous ID. One can query by meme
text and sort by various statistics. We allow 150 requests
per hour at 1,000 results per request.

6. CONCLUSION
We would like to provide a broader set of historical data

while improving our visualizations. These initiatives include
expanding the API to include all of the tweets we have col-
lected since August 2010. Our current infrastructure does
not scale to this expanded collection. We plan to build a new
distributed storage infrastructure to handle flexible and fast
search capability. To this end we are leveraging generous
support from the scalable infrastructure offered by Future-
Grid [?].

Regarding the user interface and API, we plan to enable
user-defined themes, thus expanding visualizations to cus-
tomized content. Furthermore, we will provide more statis-
tics on commonly occurring words and n-grams, and improve
the interactive network visualizations to highlight meme dif-
fusion dynamics. Finally, we plan to conduct interviews to
measure the impact of social media observatories.

We have outlined design approaches and a prototype of
a social media observatory. As increasing amounts of data
on online discourse and deliberation are collected, we see a
rising demand for technologies that make these data acces-
sible to the broader community. The observatory elements
described in this paper are all currently available on the
Truthy website, and we encourage readers to explore them
and provide feedback.
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Figure 5: Filterable, sortable, and exportable data table for users associated with the #tcot meme, a conser-
vative communication channel.
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A. Flammini, and F. Menczer. Predicting the political
alignment of twitter users. In Proceedings of the IEEE
Third International Conference on Social Computing
(SocialCom), pages 192–199. IEEE, Oct. 2011.

[4] M. D. Conover, J. Ratkiewicz, B. Gonçalves,
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