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ABSTRACT
Spammers use a wide range of content generation techniques
with low quality pages known as content spam to achieve
their goals. We argue that content spam must be tackled
using a wide range of content quality features. In this pa-
per, we propose novel sentence-level diversity features based
on the probabilistic topic model. We combine them with
other content features to build a content spam classifier. Our
experiments show that our method outperforms the conven-
tional methods.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

Keywords
Spam detection, spam feature, topic model

1. INTRODUCTION
Web spam is considered to be threads to not only search

engines but also any application that uses web pages as in-
formation sources. There is a wide variety of web spam
[9][18]. The main purpose of web spam is to lead users from
the search engines to the web page. Thus, the design of
web spam takes account of the search engines’ ranking algo-
rithms.

Web spam is divided into two types: content spam and
link spam [9]. In this paper, we focus on automatically gen-
erated spam, a type of content spam, since it accounts for
a substantial fraction of web spam [6]. These are gener-
ated by copying from other web pages, or by using natural
language processing techniques such as language model or
text summarization. This characteristics makes it difficult
to distinguish these spam from non-spam (ham) pages. In
the paper, we propose a novel method to extract features
from documents based on content analysis, and then employ
the machine-learning based approach to detect web spam.

Content spam detection with supervised machine learning
extracts the features that well capture the spam characteris-
tics [14] from each web page and then build a spam detection
classifier based on the labeled dataset. The labeled dataset
contains spam/ham labels for each web page, and is usually
prepared by human annotator in advance. Known feature
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extraction methods include language-model based feature
[14][13] and statistical features [15].

However, existing methods fail to accurately capture the
characteristics of automatically generated spam because it
is created by copying ham pages. This property makes the
language-based model ineffective. Our solution is to model
topic transitions; it is an effective way of capturing the un-
natural aspects of automatically generated spam and thus
detecting them.

Pavlov et. al. [15] proposed a feature that models topical
diversity and uniformity by using Latent Dirichlet Alloca-
tion (LDA) [3]. They reported improved spam detection ac-
curacy with their proposed feature. However, they used the
WEBSPAM-UK2007 dataset, which contains various kind
of web spam, to evaluate their method so that the perfor-
mance of their method in detecting automatically generated
spam is still unclear. In addition, their method might not
be suitable to capture topic shift over the sentences in the
document because their method uses the topic distribution
on the whole document.

In this paper, we propose a novel method to extract fea-
tures based on sentence-level topic information. Our method
first creates LDA with a ham corpus, and then applies the
LDA to the unseen documents to infer the topic distribution
of the sentences. Specifically, we propose two methods to
capture the unnatural topic distribution over the sentences
in the document. The first method uses topic assignment
approach, which assigns a single topic to each sentence with
the LDA model. We introduce a topic-voting heuristics us-
ing each word-topic assignment to assign a suitable topic ID
to each sentence. Since we obtain a sequence of topic IDs
for each document, we can model the topic transition over
the sentences. The second method utilizes the topic distri-
bution of each sentence to calculate the difference in topic
distribution between adjacent sentences.

We prepared a spam blog dataset that contains automat-
ically generated spam and conducted preliminary experi-
ments to confirm that conventional language-model based
features and conventional topical diversity features cannot
capture the characteristics of automatically generated spam.
We also verify that our proposed features are more accurate
in detecting the automatically generated spam.

The major contributions of this paper include:

• We propose a novel method to extract features based
on the sentence-level topic transition over the sentences
in the document.
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• We create a spam blog dataset to verify that our pro-
posed features can detect the automatically generated
spam with higher accuracy.

The rest of the paper is organized as follows: We review
related works in Section 2. We describe the topic model with
LDA and the proposed method in Section 3. We report the
preliminary experiments and evaluation in Section 4 and
conclude the paper in Section 5.

2. RELATED WORK
Many spam detection techniques have been proposed in

recent years. Some methods were developed through com-
petitions such as Web Spam Challenge1, and ECML/PKDD
Discovery Challenge.

Link-based web spam detection is a basic approach to
detecting automatically generated web spam pages. Tech-
niques like TrustRank [10] minimize the impact of spam
pages on ranking. This method can detect web spam pages
without analyzing page contents. In this paper, we don’t
use any link spam detection technique as we focus on the
content itself. We note that link-based techniques can also
be used to build spam classifiers.

Near-duplicate detection is another way of detecting au-
tomatically generated web spam. Fatterly et al. proposed
using duplicate analysis to detect web spam [6]. They mea-
sured phrase-level duplication of content across the web.
Vallés et al. [19] proposed a duplicate-detection-based SMS
spam detection method. Unfortunately, these techniques de-
mand that a large amount of documents be stored. Our
method does not use inter-document information but uses
intra-document information as a feature to build a spam
classifier.

There are several papers that propose spam detection
methods based on topic models. B́ıró et al. developed the
multi-corpus LDA [2] that builds separate LDA models for
spam and ham, and uses the topic weights as classification
features. They also developed linked LDA [1] which incorpo-
rates the link data into LDA model for spam classification.
Pavlov et al. [15] proposed topical uniformity/diversity fea-
tures based on the topic distribution calculated using LDA.
These methods apply the topic model to the whole docu-
ment. Our method differs from theirs in that it exploits
the information contained within topical variation over sen-
tences.

Erdélyi et al. [4] conducted a comparative study on ma-
chine learning techniques for the spam detection task. For
a comprehensive discussion, they verified several machine
learning technique with the features proposed in conven-
tional studies. In this paper, we propose novel features for
spam detection that can be used in general machine learning
algorithms.

Jo et al. [11] proposed a modified LDA called Sentence-
LDA (SLDA). SLDA imposes the constraint that all words
in a sentence are generated from one topic. Because of this
assumption, the generative process differs from that of LDA.
This forces SLDA to use the plain Gibbs sampling method,
which has high computation costs. Although our motiva-
tion is the same as theirs, we use the different approach of
assigning a topic to each sentence based on ordinary LDA.

Our idea is close to the text segmentation method based
on topic models by Riedl et al. [16]. They use LDA to assign

1http://webspam.lip6.fr/

a topic distribution to each sentence to calculate the topic
difference between adjacent sentences. We use not only the
topic distribution but also use the topic itself assigned to
each sentence. Thus, we can use the topic of each sentence
as a discrete label. This idea allows the use of the sentence-
topic n-gram model.

3. METHOD
In this section, we briefly present spam detection with

supervised machine learning. Then, we describe a topic
model with LDA and show how to estimate the parame-
ters. After that, we introduce two approaches that capture
the sentence-level topic information.

Our goal is to create the features that contribute to bet-
ter classification performance in detecting content spam.
This paper build a spam classifier in the supervised learning
framework, and so we need training data that consists of
instances labeled spam (+1) or ham (-1). Training data D

consists of N instances {(x(i), y(i))}N
i=1, where x ∈ R

m is an
m-dimensional feature vector. Text information such as bag-
of-words can be used as features. We can use any standard
supervised learning algorithm such as Logistic Regression, or
SVM to build a spam classifier f(x) : R

m → {+1,−1}. Here,
extracting appropriate features x that capture the charac-
teristics of the spam can improve the performance of spam
classifiers. Thus, we try to model the characteristics of the
automatically generated spam to extract the key features.

3.1 Topic Model with LDA
LDA is a method to model the content and topics of a

collection of documents. We have vocabulary V that consists
of terms, a set T of K topics in N documents. For every
topic z, a distribution φz on V is sampled from Dir(β),
where β ∈ R

V
+ is a smoothing parameter. Similarly, for

every document d, a distribution θd on T is sampled from
Dir(α), where α ∈ R

T
+ is a smoothing parameter.

One method for inferencing in LDA is Gibbs-sampling [8],
which iteratively samples topic assignment z for word w.
Knowing z, we can estimate the topic distribution θd,z for
document d as

θd,z =
nz

d + α

nd + Kα
(1)

where nz
d is the number of words assigned to topic z, and nd

is the total word number in document d.

3.2 Sentence-level Topic Assignment
Our algorithm determines the topic assignment for sen-

tence s by using the topic assignment voting by word w in
sentence s. It stores the sampling results for each iteration
and finally adopts the topic that has the max count in the
sentence. This is analogous to selecting the topic assign-
ment for words in [16]. The difference is that we employ
this heuristic to select the topic of the sentence unit, not the
word topic.

We show an example of topic assignments for ham and
spam in Table 1. Each number denotes the topic ID assigned
with each sentence in the document. This example shows
that the spam has more unnatural topic transitions than the
ham. We use the sequence of topic IDs to extract features.
The details of the feature is described in Figure 3.

We consider that the simple way to model the topic tran-
sition between adjacent sentences is to construct an n-gram
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Table 1: An example of topic assignments.
ham: 1 1 1 2 3 3 1 3 3 3 3 3 3 3 3 1 2 2 2 1
spam: 3 4 4 4 5 6 5 8 2 5 6 7 9 2 5 4 6 4 2 4

model based on the assigned topic ID. We refer to it as the
sentence-level topic n-gram model. For bi-gram models, we
can calculate the document probability by

P (zs1 , . . . , zs|s|) =

|s|Y

i=1

P (zi|zi−1).

The maximum likelihood estimation for P (zi|zi−1) is

c(zi−1zi) + δ

c(zi−1) + Kδ
,

where c(zi−1zi) is the bi-gram count for zi−1zi and c(zi−1)
is the uni-gram count for zi−1. δ is a smoothing parameter
for additive smoothing [12]. We can calculate the generative
probability for unseen documents if topic IDs are assigned
to their sentences. In this paper, we use the entropy value
per sentence in the same way as the entropy value per word
[12] as a measurement of natural topic transitions.

3.3 Sentence-level Topic Vector
We introduce another way to characterize the topic infor-

mation of sentences in the document. That is, the sentence-
level topic assignment is a discrete method to characterize
sentences. We create a sentence-level topic vector in a simi-
larly way to calculating the topic distribution for document
d.

To obtain the topic vector for sentence s, we use the
mode of topic assignment described in [17]. That is, we
use only the mode topic ID for word w for topic assignment
instead of all topic assignments. Since P (z|s) = θs,z has K-
dimensional values, we use θs,z as a topic vector for sentence
s. This is similar to the calculation of θd,z for document d
in Eq. 2. Our method calculates a topic transition between
adjacent sentences by

cosine similarity(θsi,z, θsi+1,z) =
θsi,z · θsi+1,z

‖θsi,z‖‖θsi+1,z‖ .

This idea is also used in [16] for the text segmentation
task. To the best to our knowledge, we are first to apply
similarity based on this sentence-level topic vector to the
spam detection task.

4. EXPERIMENTS
We conducted preliminary experiments and spam detec-

tion experiments on a real spam blog dataset to verify our
proposed method. We used C++ to implement LDA with a
Collapsed Gibbs-sampler.

4.1 Datasets
We collected Japanese blog entries and set a spam or ham

label to each blog page to build a spam dataset. We crawled
Japanese blog pages from October 2010 to September 2011
to prepare the corpus. We then sampled blog pages and set
labels. Each page was annotated by a single assessor. The
spam annotation guideline was that the blog article contains
information that seems to be written by the blog author
(ham) or not (spam). The assessor set an additional tag
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Figure 1: (a) Entropy per word for ham and spam,
(b) Topical uniformity of ham and spam.

(duplicate, affiliate, other) to the spam page. We selected
pages with the duplicate tag and the affiliate tag as instances
of automatically generated spam. As a result, we collected
1,750 spam labels and 2,000 ham labels. We note that our
dataset has no more than one page from each blog site.

4.2 Preliminary Experiment
As a preliminary experiment, we confirmed that language-

model based features have difficulty in detecting automati-
cally generated spam. We employed the bi-gram model as
a language model with additive smoothing [12] with param-
eter δ = 0.001. We used the Japanese blog dataset whose
documents had previously been labeled as spam or ham. We
used JTAG [7] as a Japanese tokenizer.

We used 1,000 ham examples to construct a language
model and then calculated the average entropy per word
[12] for another 1,000 ham documents and 1,000 spam doc-
uments. We used the entropy per word to evaluate the lan-
guage model. Low entropy indicates that the document is
likely to have been generate from the language model and
high entropy indicates the document is unlikely to have been
generated from the model. Thus, low entropy for ham ex-
amples and high entropy for spam examples is one desired
result.

We show the result in Figure 1 (a). x axis plots the en-
tropy value per word, and y axis plots the number of docu-
ments. The bin width of the histogram is 20. The bar plot
is the count of ham documents and line graph is the count
of spam documents. The graph shows that spam documents
have slight higher entropy values. This result indicates that
language-model based features have difficultly in detecting
this kind of spam.

We also confirmed whether the topical uniformity score
introduced in [15] could capture spam characteristics or not.
We analyze how well the topic uniformity score works for the
dataset. The histograms of the topic uniformity score of ham
and spam are shown in Figure 1 (b). It indicates that the
topic uniformity score has difficultly in distinguishing spam
from ham.

We conducted another preliminary experiment to verify
our assumption as appropriate for modeling automatically
generated spam. We prepared LDA with 900 ham docu-
ments, and then applied this model to 100 ham and 100
spam documents, all previously unseen. We estimated P (z|s)
for each sentence in the document to calculate cosine sim-
ilarity between adjacent sentences. Figure 2 shows typical
examples of the topic difference over sentences in ham and
spam documents. We note that the y axis in the figure in-
dicates (1 - cosine similarity) so a higher value means that
a larger topic shift has occurred.
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Figure 2: 1 - cosine similarity scores of adjacent sen-
tences based on topic distribution vectors for typical
ham and spam examples.

• Based on sentence-level topic assignment:

– Entropy per sentence based on the topic bi-gram model.
– Maximum consecutive number of the same topic ID.
– Number of unique topic IDs.
– Number of topic ID change over sentences.

• Based on sentence-level topic vector:

– Mean, variance, maximum and minimum values of (1 -
cosine similarity) in the list of adjacent sentences.

– Number of (1 - cosine similarity) value that exceeds
threshold h ∈ {0.1, 0.3, 0.5}.

Figure 3: Details of our proposed features.

4.3 Spam Detection Experiments
We conducted spam detection evaluation using the dataset.

We used LIBLINEAR2 as a typical SVM implementation [5].
We split the dataset into five parts for cross-validation (three
training sets, one validation set, and one test set). Trade-
off parameter C for SVM was chosen from {0.0001, 0.001,
0.01, 0.1, 1.0, 10.0} so as to achieve the highest accuracy
against the validation set. We also prepared a LDA model
to extract baseline features and proposed features. We used
the training set to estimate a LDA model in each fold of
cross-validation. The LDA parameters were 2,000 iterations
with 1,000 burn-in phase, α = 0.5, β = 0.01, K = 20.

We used the TF-IDF-based term weighting scheme as in
[2] and combined them with the conventional topic diversity
features proposed in [15] as a baseline (Pavlov et al.). As
a proposed method, we also combine the TF-IDF features
with our proposed features listed in Figure 3 (Our method).
The F1-measure for spam class and ham class and AUC were
used to evaluate the method in the same way as in previous
works [2][15].

We show the results in Table 2. They confirm that our
proposed method outperforms the conventional method with
respect to F1(spam), F1(ham) and AUC values. This indi-
cates that our method extracts the highly useful information
that cannot be modeled by the features proposed in [15].

5. CONCLUSION
We proposed a feature extraction method that is based

on sentence-level topic transitions in the documents. We in-
troduced a topic-voting heuristic with conventional LDA to
achieve sentence-level topic assignment. We also proposed
a sentence-level topic n-gram model based on sentence-level
topic assignment. Another contribution is the use of a sentence-
level topic vector to extract novel features. We conducted
preliminary experiments and confirmed that our method can

2http://www.csie.ntu.edu.tw/~cjlin/liblinear/

Table 2: Experimental results.

Method F1 (spam) F1 (ham) AUC
Pavlov et al. .702 .798 .895
Our method .757 .815 .897

well capture the automatically generated spam characteris-
tics that invisible to conventional methods. We also verified
that our method can yield spam classifiers with improved
performance in the supervised machine learning framework.
Since sentence-level topic assignment technique is not lim-
ited to spam detection task, we also plan to apply this tech-
nique to other tasks as a future work.
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