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Abstract 

As the number of social networking services 
(SNS) and their users grow, so does the complex-
ity of individual networks as well as the amount 
of information to be consumed by the users. It is 
inevitable to reduce the complexity and infor-
mation overload, and we have embarked explor-
ing topical aspects of SNS to form refined topic-
based semantic social networks. Our current 
work focuses on conversational aspects of SNS 
and attempt to utilize the notions of topic diversi-
ty and topic purity between two users sharing 
conversations.  This topic-based analysis of SNS 
makes it possible to show different types of users 
and their conversational characteristics. It also 
shows the possibility of breaking down a huge 
“syntactic” social network into topic-based ones 
based on different interaction types, so that the 
resulting semantic social networks can be useful 
in designing various targeted services on online 
social networks. 

 Introduction   

With the growing popularity of SNS and the resulting 
complexity of the networks, there has been a surge of 
research on their structural properties such as the size, 
density, degree of distribution, community structure, 
link predictability, and information diffusion. The 
analyses mainly focus on connectivity-based proper-
ties of social networks, i.e. syntactic social networks, 
which are formed by explicit connections among us-
ers (e.g. “follower-following” relationships in Twitter, 
“friend” relationships in Facebook). 
 While the complexity of explicit social networks 
deserves continuous investigations, we focus on the 
topical aspects of SNS and attempt to find a way to 
form semantic social networks by paying attention to 
topicality of individual conversations. This type of 
semantic social networks can identify smaller and 
more intact relationships among the users of SNS 
over the syntactic social networks. With the initial 

                                                 
 

goal of helping SNS users deal with information 
overload incurred by the large number of tweets in 
Twitter in the timeline, our investigation concentrates 
on building ego-centric networks centered around 
individuals. Individual networks can be integrated to 
form semantic social networks for the whole and help 
identifying topically based online community groups.  
 This paper explores whether and how we can form 
semantic social networks based on conversations in 
Twitter. We analyzed topics of tweets exchanged be-
tween a particular user and all the connected “friends” 
(i.e. following and follower nodes in syntactic social 
network) in Twitter and attempted to generate an ego-
centric network based on the topics. Instead of simply 
identifying the topics being discussed between two 
users, me (i.e. the center of a network) and a friend, 
we attempted to characterize the relationships be-
tween a center and all the friends by introducing two 
concepts: topic diversity and topic purity. Topic di-
versity in a relationship indicates the extent to which 
the relationship shares a variety of topics. Topic puri-
ty on the other hand measures the extent to which the 
shared topics are concentrated in a small number of 
topics regardless of the number of topics that have 
been the subject of conversations (i.e. diversity) be-
tween the two users.  
 To show the feasibility of constructing meaningful 
semantic social networks and delineate the patterns of 
the ego-centric relationships, we analyzed more than 
4.5 million tweets that form more than 1.3 million 
conversations shared between 1,414 users (i.e. centers) 
and their conversational partners (friends). The num-
ber of unique partners involved was 263,638. That is, 
we attempted to form 1,414 different semantic social 
networks whose shapes vary depending on which sa-
lient topics to use. 

 Related Work 

Analyzing social networks has been a topic of great 
interest in the data mining research community. Most 
of them focus mainly on structural properties of the 



networks such as size, density, degree of distribution, 
or community structure (Mislove et al. 2007; Kempe 
et al. 2003; Kwak et al. 2010; Cha et al. 2010).  
 A new line of research on online social networks 
has emerged beyond analysis of syntactic social net-
works, mainly focusing on the contents flowing over 
syntactic networks (Paul et al. 2011; Hong & Davison 
2010; Liben-Nowell & Kleinberg 2007; Sousa et al. 
2010; Weng et al. 201). Weng et al. (2010), for ex-
ample, found influential users in Twitter for a specific 
topic. They extracted topics from the contents each 
user generated and then computed topical similarity 
among the users. Topical similarities among the users 
as well as the link structures of the social networks 
were used to extend the PageRank algorithm. Sousa 
et al. (2010) focused on whether the motivation of 
user interactions is social or topical. They extracted 
three topics – “sports”, “religion”, and “politics” – 
based on keywords from the replied contents each 
user generated.  
 While the previous research mainly focuses on 
characterizing each user, our work characterizes each 
relationship between two users established by conver-
sations using topical aspects of the conversations. 
And categorize the relationships in terms of diversity 
and purity. Instead of focusing on individuals, we 
focus on the relationships. 

Topical Analysis of Conversations 

In order to investigate the relationships of the users, 
we focus on the conversational contents rather than 
analyzing in isolation the contents individual users 
generated. Therefore, we analyze topicality of the 
tweets shared by two users or conversational partners, 
not those written by a single user. While a conversa-
tion can be defined in various ways depending on the 
types of SNS, they are defined in this paper as a 
thread of sequential replies in Twitter. Figure 1 shows 
an example of a conversation in Twitter. Note that a 
conversational partner of User A is User B and vice 
versa. 
  Topics are identified by applying Latent Dirichlet 
Allocation (LDA) to a collection documents (conver-
sations) for a user. Basically all the words in the 
tweets are used except for stop words.  Once topic 
distributions are computed for the collection of con-
versations centered around a user, the result can be 
used to compute a topic distribution for each relation-
ship between the user (i.e. me) and a conversational 
partner (i.e. a friend) by taking a mixture of topic dis-
tributions corresponding to the conversations shared 
by the pair of users. Since topic distributions are now 

available for all the relationship pairs centered around 
the user, it becomes possible to build an ego-centric 
semantic social network by selecting a particular top-
ic whose probability is higher than a threshold. We 
describe the process below as well as the way topic 
diversity and topic purity are computed. Topic diver-
sity and topic purity are important characteristics of a 
relationship that can be used to further constrain the 
semantic social network that is constructed by using a 
set of topics. 
 

 
Figure 1: An example of a conversation. 

 
To identify topics for all the relationships centered 

around a user, we use LDA and model each document 
(i.e. conversation in this work) as a mixture of topics, 
each of which is represented as a probability distribu-
tion over words, and each word is treated as chosen 
from a single topic. In LDA, a word document co-
occurrence matrix can be decomposed into two parts; 
document-topic matrix and topic-word matrix. The 
number of topics we extract is 100. 
 Document-Topic Matrix for a user shows topic dis-
tributions of all the conversations the user has shared 
with others since we regard one conversation as one 
document. If two users share only one conversation, 
the relationship has only one topic distribution; oth-
erwise, it has multiple topic distributions. Topic-Word 
Matrix shows a word distribution in each topic and 
hence can be used to compute similarities among top-
ics. Given the two matrices and key topics derived 
from them, we can compute topic diversity and topic 
purity between two users based on the shared conver-
sations.  

Having constructed a document-topic matrix for a 
user, which contains a topic distribution for each 
conversation, we can represent each conversation    
as follows: 

   (                 )  

UserA UserB

There’s WAY too much attention 

on AOL and Yahoo right now. 

Successful mergers get done 

quietly, in the dark. Not in this 

kind of glare. @UserA wait. What successful 

mergers have been “done quietly, 

in the dark”? Better yet, what are 

some successful mergers?

@UserB American Public media 

and Minnesota Public Radio? 

@UserB Well, yes, but that’s 

because Minnesotans are such nice 

people. Anyone else, right? 

Mergers usually suck.



where K is the number of topics and     is a  proba-

bility of     topic of conversation   . When there are 

multiple conversations for a relationship, we compute 

a composite topic distribution that embraces all the 

topic distributions for the purpose of understanding 

the topics covered between the two users. Mixture of 

topic distribution,    (    ), of a relationship be-

tween two users, a user   and a conversational part-

ner   , is computed as follows: 
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where N is the total number of conversations in the 

relationship, K is the number of topics,    is probabil-

ity of     topic of conversation j, and |  |  is the 

length of conversation j, which is the number of 

tweets in each conversation. Since the number of 

characters is limited in a tweet, it makes sense to use 

the number of tweets as an important factor as it indi-

cates how eagerly two users were engaged in a con-

versation. MTD essentially represents a composite 

topic distribution for a relationship across multiple 

conversations. 
Topic diversity (TD) in a relationship is introduced 

as a way of measuring the degree to which a relation-
ship shares a wide range of topics. A high TD value 
means the two users have conversed over many dif-
ferent topics. A low value means their conversations 
stayed in more or less coherent topics. TD can be 
measured in terms of similarity among the topics for 
a relationship. In our framework, topical similarity 
can be computed using topic-word matrix which con-
sists of word distributions for individual topics identi-
fied. Among several similarity metrics we can choose 
from, we opted for JS Divergence because it is com-
monly used for topical similarity measurement for its 
superiority (Blei, Ng, and Jordan 2003; Weng et al. 
2010; Kim and Oh 2011). 

 Dissimilarity     between two topics    and    can 

be calculated as: 
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KL stands for KL Divergence. After calculating topic 

dissimilarities among all topics identified for a rela-

tionship, topic distance matrix of a user u can be ex-

pressed as follows: 
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where K is the number of topics and     represents 

the topic dissimilarity between two topics    and   . 
 Since topic diversity should be high when dissimi-

lar topics are highly represented in topic distribution, 

we multiply    (    ) and            ( ) to result 

in a vector where each element indicates how distinct 

the corresponding topic is in comparison with other 

topics. By taking an average of the distinctiveness of 

each topic, topic diversity can be measured. There-

fore,                (    )  of a relationship be-

tween a user   and a conversational partner    can be 

computed as: 

                (     )  

    (   (     )             ( ) )  

 

where    ( ) is a scalar product of the vector and its 

unit vector. 
Topic purity indicates the tendency a relationship 

or the conversations carried out by two users focuses 
on narrow topics. If two users exchanged tweets on 
local politics only, for example, their topic purity is 
maximal. Even if they talked about many different 
topics occasionally but tended to get into conversa-
tions on a particular topic, their topic purity would be 
also quite high. The more uniform a topic distribution, 
the lower topic purity. Note that a relationship may 
have higher purity even with a greater number of sa-
lient topics than another with less number of topics. A 
relationship with higher topic diversity can still have 
higher purity than others with lower topic diversity. 
 Since the topic purity detects whether there are a 

small number of outstanding topics, a natural choice 

for a metric would be entropy; once we obtain MTD 

or a composite topic distribution for a relationship, 

entropy can be computed in a straightforward way. 

However, we chose a much simpler method of taking 

the maximum value of elements in MTD. This is be-

cause our interest was to identify a relationship that 

has an outstanding topic. Given that the sum of all the 

probability values in MTD is 1, it is sufficient to use 

the maximum probability value of the outstanding 

topics to represent topic purity. Thus, 

            (    ) of a relationship between a user 

  and a conversational partner    can be calculated 

as: 
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where ∑     (    )
 
     , K is the number of 

topics. 

Analysis of Semantic Social Networks 

Dataset 

We chose Twitter to collect the conversational data 
because of its openness, availability, and activeness. 
Since Twitter allows its users to upload their tweets 
and react to tweets of other users by a few options 
such as “Favorite”, “Retweet”, and “Reply”. To de-
tect conversations, we used the “Reply” option. 
 To collect our dataset, we crawled public timeline
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of Twitter from September 29
th
, 2011 to October 4

th
, 

2011, so as to sample users randomly. Then we ex-
amined all the tweets and the users of the tweets 
whether or not they satisfy the following conditions: 
 
 Each tweet crawled must be written in English 
 The total number of tweets of a user identified 

from the crawled tweets should be over 3,200. 
 

We randomly sampled 2,036 users among those who 
satisfy the conditions and collected all the conversa-
tions they were engaged in.  

In order to track all the conversations of the users, 
we identified the tweets that were replied to some 
other tweets. Then, we repeatedly followed the chain 
of replies to recover the complete set of conversations. 
After collecting all the conversations, we duplicated a 
conversation to multiple copies if more than two us-
ers were involved in it so that each conversation in 
our dataset has only two users.  

Before we constructed semantic social networks for 
analysis, we refined our dataset further. In order to 
ensure we had enough data for topic extraction, we 
identified the users with more than 400 conversations. 
In addition, we removed the conversations whose 
length is less than 2 tweets. The volume of dataset 
used in our experiment is described in Table 1. 
 
Total number of users 1,414 

Total number of conversations 1,338,022  

Total number of tweets in conversations 4,582,461  

Total number of unique conversational 

partners 

263,638  

Table 1: The volume of dataset used in our analysis. 

                                                 
1 http://twitter.com/public_timeline provides the 20 most recent tweets in 
Twitter. This public timeline is cached for 60 seconds. 

Characterizing Topic-based Relationships 

We define a semantic social relationship R as follows: 

          ⃗         

A semantic social relationships exist between a user 

( ) and a conversational partner (  ). Each relation-

ship has its topic distribution vector  ⃗  computed by 

MTD, topic diversity, and topic purity. In the current 

experiment, each user pair has 100 topic-specific rela-

tionships since  ⃗  contains a topic probability for each 

topic of 100 topics that were extracted in this study. 

 
Figure 2: Topical social relationship Distributions 
 
We first analyzed the overall trend of all the relation-
ships in terms of their topic diversity and purity val-
ues. As in Figure 2 where topic diversity and purity 
values for relationships are plotted, we can see that 
the relationships lean toward high diversity and low 
purity since the median values of topic diversity and 
purity are about 0.77 and 0.22, respectively. Moreo-
ver, the relationships in the ranges of 0.76 and 0.78 in 
topic diversity and 0.19 and 0.25 in topic purity, 
which hardly show tendencies, account for about 40% 
of all relationships. The rest can be divided into four 
categories: 24% of the relationships have a tendency 
toward high diversity and purity, 17% toward high 
diversity and low purity, 13% toward low diversity 
and purity, and 7% toward low diversity and high 
purity.  
 

 
Figure 3: A sample of relationships for different 

categories. 
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 To get a sense of the characteristics of the relation-
ships belonging to each of the four categories, we 
select one sample for each and illustrate what the top-
ic distributions look like in Figure 3. Note that when 
the four samples were chosen, we ensured the num-
bers of conversations and tweets are almost same 
across the found cases.  We can recognize the high 
diversity relationships on the right have more peaks 
than those on the left. High purity relationships in the 
upper row, on the other hand, have higher peaks than 
those in the low row. Reciprocally, the graph patterns 
indicate that the two measures, diversity and purity of 
a topic, seem appropriate in characterizing conversa-
tional relationships. 

Semantic vs. Syntactic Social Networks 

The main differences between semantic and syntactic 
social networks lie in the size and richness of the rela-
tionships. The size of a social network can be reduced 
simply by considering whether a relationship is pure-
ly based on following and follower connections or 
based on conversational relationships. It can be fur-
ther reduced by considering the types of interactions 
based on topic diversity and purity. For example, a 
network can be formed by only considering the con-
versational partners whose relationships have high 
topic diversity and purity. Furthermore, a much sim-
pler network can be formed by considering a particu-
lar topic. An example would be an ego-centric net-
work for a user and the partners who have shared 
conversations on ‘finance’. 
 

 
  

(a) (b) (c) 

 

Figure 4: Different networks created for a user 

and the partners depending on the number of 

topics considered 
 
 The biggest advantage of semantic social network 
comes from the fact that we can identify sub-
networks by selecting topics on relationships. Figure 
4 (a) shows a network of conversational partners on a 
particular topic

2
. At the center is the node for the user 

                                                 
2 The topic in this figure is on ‘finance’, which is actually represented by 
a set of words {banks, allessio, rastani, financial, loans}. 

who is connected to about 20 conversational partners 
by an edge. The thickness of an edge indicates inten-
sity of the topic in conversations with the partner.  As 
topics are added, the network becomes denser as can 
be seen in (b). Since a relationship between the user 
and a particular partner can have up to 100 edges cor-
responding to the maximum number of topics in our 
current implementation, the network becomes much 
more complex when no topic selection is done. The 
‘core’ at the center in Figure 4 (c) represents all the 
partners, which are heavily concentrated in a small 
region while each spike means a topic-labeled arc that 
links the user and a partner. Since there can be up to 
100 links between the user and a partner, the visuali-
zation package

3
 we used show them this way. 

Characterizing Users 

Users can be characterized based on their behaviors 
reflected on the types of their conversational relation-
ships. Figure 5 shows four different types of users 
sampled from our data, characterized by the tendency 
of the conversational relationships they had. The user 
shown in (a) has a tendency of having relationships 
with high diversity with varying purity whereas the 
user in (b) tends to stay in a small number of topics 
(low diversity) across all the relationships but vary 
widely in purity. The user in (c) is shown to have 
very diverse types of relationships. Compared to the 
other users, the user in (d) does not have as many re-
lationships but tend to stay in a smaller number of 
topics with relatively higher purity, indicating that 
s/he would enjoy focused conversations on rather 
limited topics with a small number of friends. 
  

  
(a) High diversity (b) Medium low diversity 

  
(c) Widely scattered (d) Low diversity and 

high purity 

Figure 5: Examples of relationship distributions of 

four different users. Each dot represents a rela-

tionship. 

                                                 
3  http://jung.sourceforge.net. JUNG: Java Universal Network/Graph 
Framework,  



Summary and Future Work 

Our study is on discovering and exploring a new 
type of social networks – semantic social networks – 
based on topical aspects of conversations between a 
user and its partners. To elicit topics from Twitter 
conversations, we applied LDA, a widely used topic 
modeling tool. In order to characterize different types 
of topical interactions, we introduced the notion of 
topic diversity and purity that can be computed for 
individual relationships. Using these measures, users 
can be classified or characterized in terms of their 
conversational behaviors or styles in online interac-
tions with “friends”. 

We focused on how semantic social relationships 
can be established in an ego-centric social network 
and explored ways to utilize such networks. We 
showed a way of categorizing users using their con-
versational behaviors based on different combinations 
of topic diversity and purity measures of the estab-
lished relations. The categorization can help not only 
understanding the way an individual interacts with 
his/her online friends but also making it amenable to 
group users who show similar behaviors. 

 We also showed how semantic social networks 
constructed in the proposed way can alleviate the 
complexity of networks and information overload in 
SNS, which should be faced by the entities providing 
the services and actual users. Social networks can be 
reduced to much smaller semantic networks by speci-
fying one or more topics of interest while finding new 
meaningful connections that are not available in syn-
tactic networks.  

In addition to the obvious benefits of semantic so-
cial networks, they can be used in a more application-
oriented manner. For example, the patterns of the top-
ical interactions identified for individual users can be 
used to filter out or recommend contents in SNS. This 
kind of service can be refined further by understand-
ing how diverse or pure the past interactions have 
been. For the users showing high diversity in the rela-
tionships, for example, the service may not want to 
adhere to the history of the topics covered in the con-
versations so much.  

There are several avenues we plan to explore for 
future research. We are currently investigating further 
on different ways to analyze topic-based user patterns. 
For instance, we are applying more sophisticated lin-
guistic processing for noisy data. Other issues include 
what would happen if we use retweets or favorites in 
extracting topics and how to analyze temporal aspects 
of topics since user interests would change over time.  

A natural extension to the current framework tar-
geted at ego-centric networks is to integrate individu-

al networks to build general semantic social networks 
that include a group of people, if not the entire popu-
lation. Another direction is to compare and combine 
syntactic and semantic social networks for a synergy. 
Few studies have examined both of structural proper-
ties and semantic properties of online social networks 
(Li et al. 2011). Still another avenue to explore is a 
variety of applications that can be possible by using 
semantic social networks. 
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