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ABSTRACT
We propose a socio-semantic approach for building conversations
from social interactions following three steps: (i) content linkage,
(ii) participants (users) linkage, and (iii) temporal linkage. Prelim-
inary evaluations on a Twitter dataset show promising and interest-
ing results.
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H.3.5 [Information Systems]: Information storage and retrieval—
On-line Information Services
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1. INTRODUCTION
In this work, we focus on the management of scattered data gen-

erated by social interactions. We consider that the exchanged con-
tent in social networks contain hidden and fragmented knowledge.
Also, separately, these fragments may have limited utility and may
even constitute noise, especially if processed with automated tools.
We propose to reconstitute those fragments by providing a socio-
semantic linkage of content in social networks. The result of this
approach is an aggregation of content according to different social
aspects that can convey meaning to an end user or a third party
application.

We define the problem we are intending to address as follows:
Having a broad set of interactions between users of a social net-
work (like Twitter) with disparate messages and relationships with-
out additional information (meta-data), how can these interactions
be linked so that they are correlated consistently and significantly
for either an end user or an automatic process? This problem has
never been tackled before under this form although some initiatives
exist [1]. Our proposed solution is unique in that it combines the
semantic, social, and temporal dimensions to generate the possi-
ble connections between short messages in social networks defined
with the different constraints discussed beforehand. In this work,
all the observations have been performed on a Twitter dataset.
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2. PROPOSED APPROACH
It is generally difficult for the user to be aware about the differ-

ent threads of discussions or for an automatic process to get some
useful insights from such disparate content. Our initial hypothesis
is that a message can be interesting for a user if it is highly similar
to content exchanged between users he may know (directly or in-
directly, i.e. through other social relatives) or sent during a period
of time. To perform this linkage, our approach is composed of four
main levels: (i) content, (ii) participants, (iii) temporal, and finally
(iv) an effective linkage.
Content Level: Messages in social networks are written with an
informal language containing slang, shortcuts, hyper-links, emo-
tions (expressed mainly by character sets), etc. This limits the pos-
sibility of directly exploiting this content for automatic understand-
ing. After cleaning, normalization, and enrichment (for hyper-links
content), we proceed to the keywords extraction, weighting, and
their similarity.
- Importance (I): Generally, the importance of a keyword is con-
sidered dependent on its usage frequency in a given corpus. We be-
lieve that this is insufficient in our case and is certainly not likely to
capture the real importance. Thus, the importance of a keyword k is
calculated as a function combining: (i) the strength of the keyword
and (ii) a propagation estimation of the keyword. These features
are recovered using a users vs. keywords matrix.

Strength: It is calculated as in Equation 1 where auikj is the
number of times a user ui used the keyword kj , | Ukj | the number
of users in the community of the keyword kj and | Kkj | the total
number of keywords used in that community.

Skj
=

1

| Ukj
|
×
|Ukj

|∑
i=1

auikj

|Kkj
|∑

m=1

auikm

(1)

Likelihood of propagation(D): A high usage rate of a keyword
does not necessarily mean that it is important. We use the so-
cial characteristics of social communities to estimate a propaga-
tion degree. These characteristics are: (i) activity (representing the
number of sent messages vs. total of messages of a user denoted
Aui ), (ii) participation (computing the amount of messages fired
by user u containing keyword k denoted Partui ), and (iii) den-
sity (recovering the user’s network density and denoted Denui ).
We compute then the propagation likelihood as follows: Dkj =

1
|Ukj

|

|Ukj
|∑

i=1

(Aui × Partui ×Denui)

After these two computations, we can combine them to estimate
keyword importance in the system: Ikj = Skj × Dkj . After this
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step we obtain a set of pairs (kj , vj), where vi is the keyword
weight corresponding to the value of Ikj .
- Keywords Similarity (Sim): We use a combination of the Jac-
card and Dice measures as follows. If two keywords have close im-
portance values, it is likely that these two keywords have a higher
probability of being similar. This is particularly true since the im-
portance integrates different dimensions as discussed before. The
proximity is then: proxkikj = 2×Min(Iki , Ikj )/(Iki + Ikj ).

This proximity promotes the keywords that have high impor-
tance and penalizes low values. In fact, for small values, this mea-
sure requires that the importance values are closer in order to the
value of this proximity to exceed the threshold. On the other hand,
it allows a greater difference between the importance of values. Let
α and β be parameters between 0 and 1. Their values are chosen
manually, β = 1 − α. Let ckikj be the community formed by the
keywords ki and kj and let | Ukikj | be the number of users of
community ckikj . The similarity measure is then:

Simkikj
=α

(
proxkikj

×
| cki

∩ ckj
|

| cki
∪ ckj

|

)

+ β

t∑
r=1

prox(ki∩kj)kr
×

2
(
| ckikj

∩ ckr |
)

| Ukikj
| + | Ukr |

 (2)

Participants level (LP): In the context of social networks, there
is generally no explicit and evident relation between the “answers”
and the root message. Consider two messages p and q. Let up and
uq be users who send messages p and q respectively. Let Up and
Uq be the set of users who appear in p and q respectively, including
up and uq . Let fupuq be 1 if user up follows1 and 0 otherwise.
Now, let’s consider inq−up to be the value that represents whether
the user up is in the message content of q and inp−uq the value
that represents whether the user uq is in the message content p.
Participants proximity is computed then as follows:

LPpq =
1

3

(fupuq + fuqup

2
+
inq−up + inp−uq

2
+

2 | Up ∩ Uq |
| Up | + | Uq |

)
(3)

Temporal level: Our assumption is that two messages sent at
large intervals of time would not tend to be linked.Although the
assumption seems strong, it is justified by the high dynamics related
to social networks. Indeed, information in this type of structure has
value for a short period of time. For this problem, we exploit the
reactivity of a person as an indicator for message correlation. We
analyzed our dataset to find the average time of a user logs per
day, per month and finally a connection general average time of all
users. After an evaluation in the social interactions database that
we have, we found that a user has an average of three connections
per day. This gives a logging interval of 8 hours for each user. It
has been also shown [3] that (i) the propagation of information has
a behavior with a two pulse curve and (ii) users generally react on
messages within 3 hours after the launch of the discussion. Thus,
given these two observations we decided to use an average value
that represents the reaction time of 5.5 hours. This value means
that once this period has passed, the link is penalized. Let dp and
dq be the dates of each message. The connection time between two
messages would be: LTpq = 1− |dp−dq|

5.5
Effective messages linkage: After the previous computations,

we reach the final calculation that aims to make the effective link-
age between messages. In our case, we consider this connection as
1Here “follows” is in the micro-blogging (Twitter) meaning.

a linear combination of similarity measures of the content, partici-
pants, time: Linkpq = wcont×Simpq+wpart×LPpq+wtmp×
LTpq where, wcont, wpart and wtmp represent the weights given
to each measure. These weights are between 0 and 1, are selected
manually, and their sum wcont + wpart + wtmp = 1. Example of
the obtained results is shown hereafter.

Figure 1: Subgraph of WEBCAM similarity

3. PRELIMINARY RESULTS
We operated two types of evaluations: (i) evaluation with Word-

Net [2], which is intended to check if the quality of the obtained
links is similar to a human built structure. We used a collection
of twitter messages containing the first 10K messages. The graph
obtained is processed to keep only the extracted keywords from
interactions which are also in Wordnet. We also keep the relation-
ships between these keywords computed using our approach. From
extracted keywords of the database of interactions, we keep only
the first 471 (most important). From these results we compute an
incompatibility of 97.4%, i.e. the relationship between keywords
in social networks are not in WordNet. This confirms our initial
hypothesis about the content of social interactions. However, we
believe that consideration of a larger set of data could reduce this
rate. (ii) Manual evaluation: In this step, we manually check
the list of results if it is consistent and can be meaningful to the
user. We use the same graph as before and we check manually all
relationships. A relationship that is meaningful to a human has a
positive note and that has no meaning is rated negative. The re-
sults obtained are very encouraging and show that the link quality
is satisfactory with a precision of 0.78 and a recall of 0.97.

4. CONCLUSION AND FUTURE WORK
We discussed the problem of linking social interactions for build-

ing conversations. We have proposed an approach considering sev-
eral levels and using the social network information: (i) content,
(ii) users, and (iii) time. The innovation in this approach is also
represented by the “massive” use of the social dimension at all lev-
els of the process ensuring a contextual linkage. The preliminary
results are encouraging and show the interest of the approach. As
a next step, we intend to improve the approach and perform more
evaluations.
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