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A s Yogi Berra is credited with say-
ing, “Prediction is hard, especially 
about the future!” The prognosti-


cations you’ll find in this issue of IC, 
accurate or not, reflect the thoughts, 
fears, hopes, and expectations of an 
assembly of Internet digerati. We can 
view these predictions as a call to arms 
from people who not only know what 
they’re talking about but who have 
every intention of bringing their ideas 
to fruition. No one knows how success-
ful they’ll be, but the predictions alone 
could alter the future.


As we’d expect, the contributions 
that this issue brings together address 
a gamut of concerns with the Inter-
net, ranging from technology to policy 
to applications. Some of the submis-
sions deal with the Internet’s inherent 


participatory nature. Two, by Deborah 
Estrin and K. Mani Chandy, deal with 
collaborations among people endowed 
with pervasive gadgets undergirded 
by the Internet. Michael Young talks 
about the future of gaming, beginning 
with cloud computing to enable real-
istic experiences and going on to the 
integration of real and virtual spaces. 
And Larry Smarr relates the Internet 
to environmental concerns. Internet 
technologies consume power and cast a 
heavy shadow on the environment, but 
the Internet — as a conduit of knowl-
edge and control — can help reduce the 
world’s environmental footprint.


Andrew Odlyzko argues persuasively 
for the fundamental importance of con-
nectivity — the essence of any network 
— over content. David Clark examines 
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how the future of the Internet is being played out 
in technology and governmental policy, modu-
lated by economics. He predicts that the ideas of 
neutrality and control, which currently focus on 
the Internet’s lower layers, will propagate upward 
into application platforms such as the iPhone and 
FaceBook. Clark also raises the possibility of 
data-driven bureaucracies. Should we be afraid?


European Commissioner Viviane Reding 
addresses matters of Internet policy with regard 
to innovation, digital rights, and incentives 
to invest in infrastructure, emerging business 
models, and the centrality of trust in any kind 
of interactions over the Internet. Toru Ishida 
sees the Internet as a vehicle for collaboration 
across cultures and languages, with language 
translation as a major enabler of human com-
munication. Sharad Sharma discusses the Inter-
net’s business ramifications. He predicts the rise 
of micro-multinationals and creation networks, 
fueled by flexible organizations and a move 
away from top-down control.


Advances in storage technologies give us 
the ability to store large quantities of informa-
tion. Even if the hardware to read the informa-
tion survives, the software to interpret it might 
not. Vint Cerf discusses the challenges of keep-
ing information alive, proposing the idea of 
digital vellum: a reliable, survivable medium. 
Urs Hölzle and Luiz André Barroso consider 
extremely large-scale computing, which enables 
virtually all of sophisticated Internet-based ser-
vices and arguably makes the Internet worth-
while for most people.


The Internet isn’t just virtual any more. 
Increasingly, we think of the whole world being 
networked, with practically any physical object 
having a network identity and presence. Geoff 
Mulligan brings up some of the opportuni-
ties and technical challenges inherent to this 
“Internet of Things,” of which privacy is the 
most compelling, with scary  ramifications if 
violated. Adrian Hooke talks about networking 
in space, which is important not only in itself 
but also because delay-tolerant networking, on 
which it relies, has significant applications on 
terra firma.


Chip Elliott discusses recent efforts on the 
National Science Foundation’s Global Environ-
ment for Network Innovations (GENI) program, 
conceived of as a testbed that will support an 
extensive reexamination of networking archi-
tectures and technologies. The idea behind 


GENI is to facilitate research into new families 
of networking, but Elliott hesitates to make spe-
cific prognostications.


Two of IC’s columns are aligned with this 
section. Amit Sheth addresses the prospects of 
enabling human experience as it will be sup-
ported through a nexus of semantics and social 
computing. Charles Petrie forecasts the growth 
of emergent collectives as flexible models for 
the shared development of content and speaks 
further to its effect on how people coordi-
nate their own interactions to change the very 
nature of the modern firm.


W e think of the contributions to this special 
issue as far from being the last words on 


their subjects. We can understand them best as 
points of departure for reflection on the impor-
tant trends in the Internet. No doubt you, gen-
tle reader, will have ideas of your own, and we 
hope to hear about them from you!�


Vinton G. Cerf is vice president and chief Internet evange-


list at Google. His research interests include computer 


networking, space communications, inter-cloud com-


munications, and security. Cerf has a PhD in computer 


science from the University of California, Los Angeles. 


Contact him at vint@google.com. 


Munindar P. Singh is a professor in the Department of 


Computer Science at North Carolina State University. 


His research interests include multiagent systems and 


service-oriented computing. Singh has a PhD in com-


puter science from the University of Texas at Austin. 


Contact him at singh@ncsu.edu.


Selected CS articles and columns are also available 


for free at http://ComputingNow.computer.org.


See IC’s millennium predictions in our January/
February 2000 special issue.


•	 “Guest Editors’ Introduction: An Internet 
Millennium Mosaic”: http://doi.ieeecomputer 
society.org/10.1109/MIC.2000.815848


•	 “Millennial Forecasts”: http://doi.ieeecomputer 
society.org/10.1109/4236.815849


Curious to see how far  
the Internet has come?
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Article Summaries


Participatory Sensing: 
Applications and Architecture
Deborah Estrin
In participatory sensing, individuals and communities use 
mobile phones and cloud services to collect and analyze sys-
tematic data for use in discovery. The stage is set for this 
technology to dramatically impact many aspects of our 
daily lives.


The Impact of Sense and Respond Systems
K. Mani Chandy
All living things sense what is going on in their environ-
ments, detect signi� cant events such as threats and oppor-
tunities, (implicitly) predict probable futures, and respond. 
Information technology enables enterprises to sense and re-
spond more effectively than ever before. This paper intro-
duces sense and respond systems, discusses the forces that 
are driving their use, and identi� es hurdles faced in their 
widespread deployment.


The Play’s the Thing
R. Michael Young
The interactive entertainment industry has undergone sig-
ni� cant changes in its 50-year history, but is poised to un-
dergo much more signi� cant changes with the advent of In-
ternet-based game services and the ubiquity of smartphones 
and GPS. The ability to create games where computation is 
shared across game clients and a range of game services will 
bring access to high-end graphics and other game features to a 
much broader class of computer user. Furthermore, it will en-
able new types of gameplay where the content of each game is 


dynamically adapted to the player’s preferences, location, and 
social context.


The Growing Interdependence 
of the Internet and Climate Change
Larry Smarr
The paradox of the rapidly expanding use of Internet com-
puting is that it’s becoming a signi� cant contributor to global 
greenhouse gas emissions, while at the same time its increased 
use could help decrease emissions from the building, transpor-
tation, and electrical grid sectors. University and college cam-
puses are ideal “living laboratories” for system-level experi-
mentation on how the innovative use of Internet computing 
technologies can lead to a greener future.


The Internet and Past and Future 
Andrew Odlyzko
Precise technology predictions are impossible, as is shown by 
extensive experience. However, general trends in technology 
and markets suggest that the convergence of wireless with the 
Internet Protocol will have a large and likely surprising impact 
on the Internet.


Fighting over the Future 
of the Internet Communications Revolutions
David Clark
Technologists like to think that it is their inventions that de� ne 
the future, but for the Internet, deeply embedded in society, it 
will be issues like economics, culture, and law that will shape 
its future. Technological innovation will be successful only it if 
� ts into these larger constraints. A critical factor about these 
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larger constraints is that arguments about preferences go on 
forever, in what I have called a tussle over outcomes. Advo-
cates tussle over things like regional identity, the preservation 
of local norms and laws, and economic advantage. I catalog 
some important tussles that we should watch if we want to un-
derstand the forces that will shape the future Internet.


Back to the Future of Internet
Viviane Reding
Setting the right policy is key to ensuring that the future In-
ternet is open to technical innovations, is fast, reliable, and 
secure, and available to anyone. With emerging challenges 
such as the growing amount of data, there’s a need to act now. 
Smart energy grids and transport systems can bring substan-
tial cost savings to citizens, and the introduction of IPv6 can 
allow for the development of a fully connected world. Getting 
the digital trust and con� dence right could provide us with 
additional growth, but failure to act will result in great losses.


Intercultural Collaboration 
Using Machine Translation
Toru Ishida
Even for supporting local schools, which include students 
from different countries, we need worldwide collaboration to 
generate all the necessary language services. Machine trans-
lators are half-products. Multicultural communities have to 
customize and use machine translators to � t their own con-
text. The obvious � rst step is to combine a domain-speci� c 
and community-speci� c multilingual dictionary with those 
translators. Even if translation quality is increased, we can’t 
solve all communication problems through translation, so we 
must deepen our knowledge of different cultures. Wikipedia 
will become a great resource for intercultural collaboration 
when combined with machine translators.


The New Way of Business
Sharad Sharma
Business innovation at the bottom of the pyramid is creating 
new delivery systems for education, healthcare, and govern-
ment services. These innovations will blowback into more 
mainstream markets in the next 10 years, and � rms will orga-
nize themselves differently to become much leaner. To manage 
the knowledge workers inside these � rms, a new paradigm of 
connect and collaborate will come to the fore.


Future Imperfect
Vint Cerf
As the second decade of the 21st century dawns, predictions 
of global Internet digital transmissions reach into exabytes per 
year by 2013. Traf� c levels might easily exceed many zetta-
bytes by the end of the decade. Setting aside the challenge of 
somehow transporting all that traf� c and wondering about 
the sources and sinks of it all, we might also focus on the na-
ture of the information being transferred, how it’s encoded, 


whether it’s stored for future use, and whether it will always 
be possible to interpret as intended.


As we look toward a future � lled with an increasingly large 
store of digital objects, it’s vital that we solve the problems 
of long-term storage, retrieval, and interpretation of our digi-
tal information. Without such attention, we’ll preside over 
an increasingly large store of bits whose meaning has disap-
peared over time. We can hope that the motivation to circum-
vent such a future will spur creative solutions and the means 
to implement them.


Warehouse-Scale Computers
Urs Hölzle and Luiz André Barroso
Large data centers have emerged as a new class of machines, 
bringing along some of the most challenging design and pro-
gramming problems in computing today.


The Internet of Things: Here Now and Coming Soon
Geoff Mulligan
The Internet of Things � rst mentioned in 1999—that seed of 
an idea—has taken root, and as it grows, it impacts both our 
everyday lives and the Internet itself. Tiny battery-powered 
smart objects, some as small as a dime, are today being con-
nected to the Internet to sense the environment, energy usage, 
and human activity. Over the coming years, these types of in-
expensive devices will permeate our homes and businesses, 
and it’s crucial that we start to explore the social, privacy, 
and technology issues so we are ready to deal with billions of 
nearly invisible Internet ready devices.


Interplanetary Internetworking
Adrian Hooke
The internationalization of space exploration motivated the 
extension of TCP/IP-like techniques to support the long de-
lays and intermittent connectivity characteristic of space 
communications.


GENI: Opening Up New Classes 
of Experiments in Global Networking
Chip Elliott
The Global Environment for Network Innovations (GENI) is 
a suite of research infrastructure components rapidly taking 
shape in prototype form across the US. It’s sponsored by the 
US National Science Foundation, with the goal of becoming 
the world’s � rst laboratory environment for exploring future 
Internets at scale, promoting innovations in network science, 
security, technologies, services, and applications. 


This Web extra accompanies the article, “Internet Predic-
tions,” IEEE Internet Computing, vol. 14, no. 1, 2010, pp. 12–
42; http://doi.ieeecomputersociety.org/10.1109/MIC.2010.12.


Selected CS articles and columns are also available for 
free at http://ComputingNow.computer.org.
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Participatory Sensing: 
Applications and Architecture
Deborah Estrin
University of California, Los Angeles


P articipatory sensing is the process whereby 
individuals and communities use ever-
more-capable mobile phones and cloud 


services to collect and analyze systematic data 
for use in discovery. The convergence of tech-
nology and analytical innovation with a citi-
zenry that is increasingly comfortable using 
mobile phones and online social networking 
sets the stage for this technology to dramati-
cally impact many aspects of our daily lives.


Applications and Usage Models
One application of participatory sensing is as a 
tool for health and wellness. For example, indi-
viduals can self-monitor to observe and adjust 
their medication, physical activity, nutrition, 
and interactions. Potential contexts include 
chronic-disease management and health behav-
ior change. Communities and health profession-
als can also use participatory approaches to 
better understand the development and effec-
tive treatment of disease. For some real-world 
examples, visit www.projecthealthdesign.org 
and http://your.flowingdata.com.


The same systems can be used as tools for 
sustainability. For example, individuals and 
communities can explore their transporta-
tion and consumption habits, and corporations 
can promote more sustainable practices among 
employees. For examples, visit http://peir.cens.
ucla.edu and http://biketastic.com.


In addition, participatory sensing offers a 
powerful “make a case” technique to support 
advocacy and civic engagement. It can provide 
a framework in which citizens can bring to 
light a civic bottleneck, hazard, personal-safety 
concern, cultural asset, or other data relevant 
to urban and natural-resources planning and 
services, all using data that are systematic and 
can be validated. For an example, visit http://
whatsinvasive.com.


These different applications imply several 
different usage models. These models range 
from public contribution, in which individuals 
collect data in response to inquiries defined by 
others, to personal use and reflection, in which 
individuals log information about themselves 


and use the results for personal analysis and 
behavior change. Yet across these varied appli-
cations and usage models, a common workflow 
is emerging, as Figure 1 illustrates.


Essential Components
Ubiquitous data capture and leveraged data pro-
cessing are the enabling technical components 
of these emerging systems. The need for the 
individual to control access to the most intimate 
of these data streams introduces a third essen-
tial component: the personal data vault.


Ubiquitous Data Capture
While empirical data can be collected in a vari-
ety of ways, mobile phones are a special and, 
perhaps, unprecedented tool for the job. These 
devices have become mobile computing, sens-
ing, and communication platforms, complete 
with image, audio, video, motion, proxim-
ity, and location data capture and broadband 
communication, and they are capable of being 
programmed for manual, automatic, and con-
text-aware data capture.


Because of the sheer ubiquity of mobile 
phones and associated communication infra-
structure, it is possible to include people of all 
backgrounds nearly everywhere in the world. 
Because these devices travel with us, they can 
help us make sustainable observations on an 
intimately personal level. Collectively, they 
provide unmatched coverage in space and time.


Leveraged Data Processing  
and Management
In some cases, the data collected with a mobile 
device are enough to reveal an interesting pat-
tern on their own. However, when processed 
through a series of external and cross-user 
data sources, models, and algorithms, simple 
data can be used to infer complex phenomena 
about individuals and groups. Mapping and 
other interactive capabilities of today’s Web 
enhance the presentation and interpretation of 
these patterns for participants. Many applica-
tions will call for the comparison of current 
measures to past trends, so robust and long-
term storage and management of this data is a 
central requirement.


The Personal Data Vault
A common feature uniting these applications 
is the highly individualized, and therefore per-
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sonal, nature of the data. By building mecha-
nisms for protecting personal data directly 
into the emerging participatory-sensing archi-
tecture, we can create a healthy marketplace 
of content and services in which the individ-
ual has visibility and negotiating power with 
respect to the use and disposition of his or her 
personal data streams. By specifying standard 
mechanisms instead of standard policy, we 
enable support of diverse policies that are tai-
lored to particular applications and users — this 
is the narrow waist of this participatory-sensing 
architecture. Without such an architecture, 
critical applications will be encouraged to 
create bundled, vertically integrated, non
interoperable, and nontransferable vehicles for 
personal data streams, thereby making those 
streams opaque to their creators. By creating 
such a user-transparent architecture that places 
individuals and communities at the locus of 
control over information flow, we will simulta-
neously support participant rights and create a 
healthier market for competitive services.


To support this function, we propose the 
personal data vault. It decouples the capture 


and archiving of personal data streams from 
the sharing of that information. Instead of indi-
viduals sharing their personal data streams 
directly with services, we propose the use 
of secure containers to which only the indi-
vidual has complete access. The personal data 
vault would then facilitate the selective shar-
ing of subsets of this information with various 
services over time. Selective sharing may take 
the form of exporting filtered information from 
specific times of day or places in space, or may 
import service computations to the data vault 
and export resulting computational outputs. 
Essential to this scheme are tools to audit infor-
mation flows and support meaningful usage. 
Finally, legal consideration is essential to pro-
tect and preserve the individual’s control over 
his or her own data streams.


P articipatory-sensing systems leveraging 
mobile phones offer unprecedented obser-


vational capacity at the scale of the individual. 
At the same time, they are remarkably scalable 
and affordable given the wide proliferation of 
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Figure 1. Common architectural components for participatory-sensing applications, including mobile-
device data capture, personal data stream storage, and leveraged data processing.
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cellular phone infrastructure and consumer 
devices that incorporate location services, digi-
tal imagers, accelerometers, Bluetooth access to 
off-board sensors, and easy programmability. 
These systems can be leveraged by individu-
als and communities to address a range of civic 
concerns, from safety and sustainability to per-
sonal and public health. At the same time, they 
will push even further on our societies’ con-
cepts of privacy and private space.
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The Impact of Sense 
and Respond Systems
K. Mani Chandy
California Institute of Technology


S ense and respond (S&R) systems based on 
information technology amplify one of the 
most fundamental characteristics of life 


— the ability to detect and respond to events. 
Living things thrive when they respond effec-
tively to what’s going on in their environments. 
A zebra that doesn’t run away from a hungry 
lion dies and one that runs away unnecessarily 
wears out. Organizations sense and respond col-
lectively: lions in a pride signal each other when 
they hunt; societies deal with crises by harness-
ing capabilities of governments, charities, and 
individuals. When our ancestors hunted millen-
nia ago, they saw as far as the eye could see and 
threw spears as far as their muscles let them. 
Today, S&R systems let us detect events far out 
in space and respond anywhere on the globe. 
By 2020, S&R systems will become an integral 
part of the activities of people and organiza-
tions around the world whether they’re rich or 
poor, in farming or medicine, at work or at play.


Mammals sense and respond by using the 
complementary functions of the sympathetic and 
parasympathetic nervous systems. The sympa-
thetic nervous system manages “fight or flight” 
responses while the parasympathetic nervous 
system handles ongoing functions such as diges-
tion. By 2020, individuals and companies will 
routinely use S&R systems to amplify their sym-
pathetic and parasympathetic nervous systems: 


they’ll use them to improve the efficiency of day-
to-day operational activities and also to respond 
to rare, but critical, threats and opportunities.


S&R systems have different characteristics 
than traditional information technology services:


•	 S&R systems interact with the environment. 
Computation and communication are rele-
vant only insofar as they support interaction. 


•	 S&R systems direct the activities of compo-
nents such as sensors, computation engines, 
data stores, and responders. The program-
ming metaphor for S&R systems is agent 
choreography rather than the sequential 
flowchart of a cooking recipe. 


•	 People configure S&R systems to operate 
over a longer term than conventional service 
invocations. The invocation of a service — 
such as a Web search for documents dealing 
with the keyword “Internet” — handles an 
immediate, and possibly transient, concern. 
By contrast, a request to receive alerts about 
new documents with the keyword “Inter-
net” asks for a longer-term interaction; the 
request remains in place until the requester 
deletes it. 


•	 S&R systems are predictive and proactive: 
they predict what organizations and indi-
viduals will need to do, and they carry out 
activities that users might need in the future. 
The results of these proactive activities are 
discarded if the user doesn’t need them. A 
simple example of such a proactive system 
is one that determines your best commutes 
to both the office and the airport; if you go 
to the office, then the work in determin-
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ing the optimum commute to the airport is 
wasted. The decreasing costs of computation 
and communication compared to the costs of 
other goods and services will result in more 
proactive applications.


Feedback control has been widely used since 
James Watts’ centrifugal governor in the 18th 
century. Militaries have had command and con-
trol systems based on information technology 
since World War II. Market makers in stocks 
employ complex algorithms that respond to 
events in milliseconds. Businesses have used 
intelligence algorithms for more than 25 years. 
All these technologies are examples of S&R sys-
tems. So, what’s new about 2020? 


S&R technologies will become commonplace 
in 2020. What was once the exclusive province 
of sophisticated engineering companies, mili-
tary contractors, and financial firms will be 
used by everybody: teenagers, homemakers, 
senior citizens, CIOs, CFOs, and CEOs. They’ll 
use S&R technologies in 2020 as naturally as 
they use search engines today.


What forces will make S&R commonplace in 
2020? 


•	 Advertising revenues will drive dot-com 
companies to offer services that allow con-
sumers to create personal S&R systems, 
including activity-specific dashboards that 
integrate calendar, mail, Web searches, news 
alerts, stock feeds, and weather forecasts for 
aspects ranging from bicycling to investing. 
Nothing provides more information about 
you than what you want to sense and how 
you want to respond, and advertising com-
panies will offer services to gain that data 
and target “markets of one.”


•	 Decreasing sensor and responder costs and 
form-factors will drive penetration of S&R 
systems. Accelerometers that cost hundreds 
of dollars will cost a tenth as much when 
they become commodity components of 
mobile phones and laptops. A rich variety 
of sensors, such as heart monitors, will be 
coupled to mobile phones. GPS devices will 
drive location-based S&R services.


•	 Programmers will be able to easily struc-
ture S&R applications to exploit clusters of 
machines and multicore computers.


•	 Advances in several areas of information 
technology will simplify implementations of 


S&R systems. These areas include informa-
tion extraction from natural language text, 
images, and videos; business intelligence, 
analytics, machine learning, and optimiza-
tion; notations and user interfaces for speci-
fying S&R systems; and personal devices 
such as smart phones and smart clothing.


S&R systems will support all aspects of daily 
living: water, food, health, energy, security, 
housing, transportation, and research. Green 
energy resources such as wind and solar power 
are dynamic; so, systems that harness these 
resources must sense their availability and 
respond appropriately. Indeed, the smart grid 
can’t exist without S&R technologies. Concern 
about food safety will lead to national farm 
identification systems that track every farm 
animal with an RFID tag or microchip. By 2020, 
many countries will require electronic pedi-
gree systems that record major events — such 
as shipment and prior sales of pharmaceutical 
drugs. S&R technologies will play central roles 
in science projects such as the Large Hadron 
Collider, and they’ll play an even larger role in 
national defense.


Community-based S&R systems will empower 
hundreds of thousands of ordinary people 
equipped with sensors and responders in their 
mobile phones, cars, and homes to help their 
communities. People in earthquake zones such 
as Lima, Jakarta, and Los Angeles will use 
inexpensive personal accelerometers to send 
information about ground movement to S&R 
systems that determine epicenters and provide 
short (seconds) of warning of intensive shak-
ing. Community-based measurements of wind 
speed, temperature, and humidity will provide 
firefighters with microscale data when fighting 
forest fires in Greece, California, and Austra-
lia. Ordinary people will use sensors and the 
Internet to collaborate on citizen-science proj-
ects — for instance, amateur and professional 
astronomers across the globe working together 
to record transient astronomical events. 


The widespread use of S&R has some dan-
gerous consequences and faces several hurdles:


•	 An insidious consequence of a badly 
designed S&R system is that it can dissipate 
one of the truly scarce resources of this cen-
tury: attention. Well-designed S&R systems 
amplify attention, whereas poorly designed 
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systems dissipate it by interrupting us and 
giving us opportunities to get sidetracked.


•	 Concerns about privacy are a barrier. An 
S&R application will make individuals and 
organizations more effective; however, the 
company that hosts the application will 
know the most important aspect of its users 
— their goals.


•	 Security is a major hurdle. Widespread use of 
sensors and responders gives hackers multiple 
points of entry into S&R systems. The sys-
tems that form the backbone of critical ser-
vices such as food, water, energy, and finance 
are likely to have common components; suc-
cessful attacks or errors in these components 
will have devastating consequences.


•	 S&R systems enable efficient use of limited 
infrastructure, such as electric grids and 
roads, by distributing demand over time and 
reducing peak congestion. As a consequence, 
the infrastructure operates close to capacity 
much of the time, and an increase in demand 
can take it over the edge and bring the sys-
tem down. Resilience requires some spare 
capacity as well as S&R technology.


S ociety will feel the impact of S&R technolo-
gies in many ways. S&R systems will let 


people conduct a variety of new services from 
anywhere. They’ll let nurses in Manila moni-
tor senior citizens in Manhattan, and engineers 
in Bangalore monitor intrusion into buildings 
and networks in London. S&R technologies will 
accentuate the digital divide; those who mas-
ter the technology will function better at school 
and work than those who don’t. 


The next 10 years will see rapid development 
of S&R technologies in applications that touch 
the daily lives of people across the globe.
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The Play’s the Thing
R. Michael Young
North Carolina State University


F or most of the 20th century, our enter-
tainment media — film, music, novels, 
and TV — were happily non-interactive. 


But a significant shift in the past 30 years 
toward interactive entertainment has built 
the computer game industry into a power-
house that generates more than US$19 billion 
in annual revenue worldwide, rivaling both 
music sales and box office receipts. For most 
of this industry’s history, games were pri-
marily designed to be played alone, but even 
this has changed, with the single-player focus 
shifting in the past five years to exploit the 
increase in broadband availability and include 
additional players. 


As computer and console games continue to 
exploit new services available via the Internet, 
the design of gameplay itself will correspond-
ingly change. These changes will expand the 
already powerful social and cultural roles that 


games play as well as enable the development 
of new core game technologies involving 3D 
graphics, real-world/augmented reality inter-
faces, and artificial intelligence. 


Playing in the Cloud(s)
From a market perspective, it’s the players’ 
desire for social connectivity that will drive the 
coming shift to networked gameplay. Already, 
developers of major game titles are marginal-
izing their single-player modes and focusing 
their development efforts on enhancing their 
networked multiplayer offerings. In fact, some 
high-profile games are now designed exclu-
sively for online play. Although the shift toward 
network-enabled games is currently motivated 
by the desire to enhance gameplay with a social 
element, the added computational power the 
shift brings has much broader significance. 


We can categorize the kinds of innovations 
we’ll see in game development as a result of the 
increased access to network services as belong-
ing to one of two types: those that make cur-
rent high-end game capabilities available across 
a range of hardware and those that bring new 
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game capabilities into existence. In the former 
category, we’re already seeing early steps to 
provide compute-intensive game services via 
the cloud — for instance, by shifting the graph-
ics-rendering process from a player’s PC to 
cloud-based render farms. In these approaches, 
a game’s high-end 3D graphics are produced on 
remote servers and streamed as video to light-
weight clients. In general, approaches like this 
will add new value to games by migrating con-
ventional game computation from the player’s 
machine to high-end servers, effectively rais-
ing the bar for compute power across all users. 
It will also allow, for instance, high-end virtual 
worlds, educational simulations, and serious 
games to run on low-end hardware in schools 
that lack modern computer laboratories and in 
the homes of families who can’t afford today’s 
high-end hardware. 


Even more significantly, this shift to the 
cloud will provide access to compute services 
that will enable new types of intelligent tools 
to add value to games in ways we’ve only begun 
to explore. Exciting new techniques are cur-
rently being developed that let game engines 
create game content on-the-fly rather than 
requiring it to be crafted by hand and compiled 
into a game at design time. These methods, 
collectively referred to as procedural content 
generation (PCG), leverage computational mod-
els of in-game phenomena to generate content 
dynamically. Ongoing PCG research projects 
seek to build systems that can automatically 
create entire cities, forests full of diverse and 
unique trees and plants, and novel game char-
acter bodies that move smoothly according to 
anatomical and physiological constraints.


General methods for PCG are computation-
ally costly and so have seen commercial use 
only in very limited contexts. By moving these 
functions to the cloud, PCG techniques bring 
this new functionality to the game client soft-
ware at almost no cost. Furthermore, the use of 
cloud-based servers for PCG will promote the 
development of even more transformative uses 
of content generation, including complex char-
acter dialogue, dynamic 3D camera control, and 
complex and adaptive story generation. In the 
future, games that use PCG on remote servers 
will tailor each player’s session to his or her 
preferences, goals, and context. Each city street 
you race down, each thug you interrogate, each 
quest your raiding party embarks on will be 


created on the spot to provide you with a care-
fully crafted entertainment experience.


Taking It to the Street
One of the most significant changes in inter-
active entertainment will arise from the com-
bination of network-centric game services 
with powerful, pervasive, and location-aware 
handheld computing platforms and smart 
phones. This powerful combination will break 
down the boundary between play and many 
other aspects of our lives, making entertain-
ment not just accessible during our leisure 
time but an integral part of our work, social 
life, shopping, and travel. Thanks to GPS, 
games running on mobile platforms will not 
only know who you are, but where you are, 
letting designers adjust a game’s content and 
challenges to the physical/geographical space 
in which you’re playing.


By relying on network services to manage a 
game’s state, games will be designed to seam-
lessly slide from cell phone to game console to 
work PC to home media center as players move 
from context to context during the day. Social 
gameplay will be further enhanced by design-
ing games that take into account other play-
ers located in the same physical space — for 
example, when riding on a city bus or tour-
ing a foreign city. Services that facilitate the 
easy creation of and access to location-specific 
data will make game content creators out of 
local governments, merchants, civic groups, 
and individuals. In the near future, your game 
will adapt to the political history of the village 
you’re driving through, the goals of the anon-
ymous player who’s sharing your subway car, 
and the sale on khaki pants at the Gap that you 
just walked past. 


T he two network-centric aspects of games 
described here — the power of cloud comput-


ing and pervasive, location-aware connectivity 
— will change not just gameplay but will also 
alter the boundaries between entertainment and 
what we’ve traditionally thought of as more seri-
ous computing contexts. I expect to see a stron-
ger integration of virtual spaces, information 
spaces, and real-world spaces. The pervasive 
nature of online interactive entertainment will 
push the interface metaphors and user experi-
ences found in games into the broader context 
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of computing. It’s clear that those broader con-
texts will change as a result. The challenge for 
game designers is to figure out how the broader 
contexts will, in turn, change games.
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The Growing Interdependence of 
the Internet and Climate Change
Larry Smarr
University of California, San Diego


A s proven by the global attendance at 
December’s UN Climate Change Confer-
ence 2009 (http://en.cop15.dk/), more 


attention is being paid to the components of our 
society responsible for the emission of green-
house gases (GHGs) and how to reduce those 
emissions. The global information and com-
munication technology (ICT) industry, which 
includes the Internet, produces roughly 2 to 3 
percent of global GHG emissions, according to 
the Climate Group’s Smart2020 report (www.
smart2020.org). Furthermore, if it continues 
to follow a business-as-usual scenario, the ICT 
sector’s emissions will nearly triple by 2020.


However, the Climate Group estimates that the 
transformative application of ICT to electricity 
grids, logistic chains, intelligent transportation, 
building infrastructure, and dematerialization 
(telepresence) could reduce global GHG emissions 
by roughly 15 percent, five times ICT’s own foot-
print! So, the key technical question before our 
community is, can we reduce the carbon inten-
sity of Internet computing rapidly enough that 
even with its continued spread throughout the 
physical world, the ICT industry’s overall emis-
sions don’t increase?


This is a system issue of great complexity, 
and to make progress we need numerous at-
scale testbeds in which to quantify the many 
trade-offs in an integrated system. I believe our 
research university campuses themselves are 
the best testbeds, given that each is in essence 
a small city, with its own buildings, hospitals, 
transportation systems, electrical power gen-
eration and transmission facilities, and popu-
lations in the tens of thousands. Indeed, once 
countries pass legislation for carbon taxes or 
“cap and trade” markets, universities will have 
to measure and reduce their own carbon foot-


prints anyway,1 so why not instrument them 
now and use the results as an early indicator of 
the optimal choices for society at large?


As discipline after discipline transitions from 
analog to digital, we’ll soon find that when the 
carbon accounting is done, a substantial frac-
tion of a campus’s carbon footprint is in its 
Internet computing infrastructure. For instance, 
a major carbon source is data center electrifi-
cation and cooling. Many industries, govern-
ment labs, and academics are working to make 
data centers more efficient (see http://svlg.net/ 
campaigns/datacenter/docs/DCEFR_repor t.
pdf). At the University of California, San Diego 
(UCSD), our US National Science Foundation-
funded GreenLight project (http://greenlight.
calit2.net) carries this work one step further by 
providing the end user with his or her applica-
tion’s energy usage. We do this by creating an 
instrumented data center that allows for detailed 
real-time data measurements of critical subcom-
ponents and then making that data publically 
available on the Web, so that the results can 
guide users who wish to lower their energy costs. 


This is more complex than you might think 
at first. Any given application, such as bioin-
formatics, computational fluid dynamics, or 
molecular dynamics, can be represented by 
several algorithms, each of which could be 
implemented in turn on a variety of computer 
architectures (multicore, field-programmable 
gate array, GPUs, and so on). Each of these 
choices in the decision tree requires a different 
amount of energy to compute. In addition, as 
UCSD’s Tajana Rosing has shown, we can use 
machine learning to implement various power2 
or thermal3 management approaches, each of 
which can save up to 70 percent of the energy 
used otherwise in the computations.


Another strategy to reduce overall campus 
carbon emissions is to consolidate the clusters 
and storage systems scattered around campus 
in different departments into a single energy-
efficient facility and then use virtualization to 
increase the centralized cluster’s utilization. 
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We could also use zero-carbon energy sources 
(solar or fuel cells), which produce DC electric-
ity, to drive the cluster complex, bypassing the 
DC to AC to DC conversion process and reduc-
ing the operational carbon footprint of campus 
computing and storage to zero.


As we reduce the carbon emissions required 
to run Internet computing, we can extend the 
Internet into new functions, such as instru-
menting buildings for their energy use and 
eventually autonomously controlling building 
systems in real time to reduce overall energy 
use. An example is the research performed in 
UCSD’s Computer Science and Engineering 
building by Rajesh Gupta and his colleagues, 
who found that roughly 35 percent of the build-
ing’s peak electrical load is caused by PCs and 
servers. His team’s research also showed that 
intelligent sleep-state management could help 
avoid a large fraction of this Internet computing 
electrical load (www.usenix.org/events/nsdi09/
tech/full_papers/agarwal/agarwal_html/).


Another application of Internet computing 
to avoid carbon emissions is dematerializa-
tion, such as using Internet video streaming to 
reduce air or car travel to meetings. At Calit2, 
we use a variety of compressed high-definition 
(HD) commercial systems such as LifeSize H.323 
videoconferencing (approximately 1 to 2 Mbps) 
or high-end systems such as Cisco’s Telepres-
ence system (approximately 15 Mbps). However, 
we’re also experimenting with uncompressed 
(1,500 Mbps) HD (developed by the University 
of Washington’s Research Channel) or with 
digital cinema (four times the resolution of 
HD), which requires 7,600 Mbps uncompressed! 
These higher-bandwidth video streams are used 
over dedicated optical networks (such as CENIC, 
Pacific Wave, the National LambdaRail, Inter-
net2’s Dynamic Circuits, or the Global Lambda 
Integrated Facility, all operating at 10,000 
Mbps).


We can extend the notion of virtual/physi-
cal spaces from simple face-to-face meetings to 
creating collaborative data-intensive analysis 
environments in which whole rooms are “sewn 
together” using the Internet video streaming 
technologies mentioned earlier. Calit2 is an 
institute that spans two University of Califor-
nia campuses, San Diego and Irvine, separated 
by a 90-minute drive. We recently started using 
HD streaming video to link our two auditori-
ums together for joint meetings, such as our all-


hands meetings. Previously, we needed dozens 
of people from one campus to drive to the other 
campus for such a meeting.


Another example that focuses more on 
research is how Calit2 in San Diego and the 
NASA Ames Lunar Science Institute in Moun-
tain View, California, have both set up large 
tiled walls (displaying tens to hundreds of 
megapixels) called OptIPortals and then used 
the CENIC dedicated 10-Gbps optical networks 
to couple their two rooms with streaming video 
and spatialized audio. This lets researchers at 
both ends explore complex lunar and Martian 
images taken by orbiting or surface robotic 
craft. Each side can control image placement 
and scaling on the other’s wall, so team brain-
storming is as easy as if both sides were in the 
same physical room. We use this on a weekly 


basis, avoiding a significant amount of plane 
travel and the carbon emissions that it would 
otherwise produce.


T hese ideas are just the tip of the iceberg of 
how we can turn our research universities 


into living laboratories of the greener future. 
As more universities worldwide begin to pub-
lish their results on the Web, best practices 
will quickly develop and lessons learned can 
be applied to society at large. This is essential 
because the world must act this coming decade 
to make drastic changes in the old “high car-
bon” way of doing things and transition to a 
new “low carbon” society if we’re to avoid ever 
worsening global climatic disruption.
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The Internet and Past and Future 
Communications Revolutions
Andrew Odlyzko
University of Minnesota


I n attempting to predict the Internet’s evo-
lution in the next decade, it is instructive, 
as well as amusing, to consider the previ-


ous January/February 2000 Millennial Fore-
cast issue of IC. The authors were all Internet 
luminaries with sterling records. Yet, although 
there were many perceptive and accurate com-
ments in their essays, most of their predictions 
turned out to significantly miss the mark. In 
many cases, this came from overestimates of 
the speed of change, a tendency that’s almost 
universal among inventors and promoters of 
new technologies. As just one example, Bill 
Gates predicted that books would “go digital ... 
broadly in the next five years.” With the arrival 
of the Amazon Kindle and other e-readers, 
we’re probably finally seeing the start of this 
transformation, but it now seems safe to say 
that a broad move toward digital books is at 
least five years further out, 15 years after Gates 
made his original forecast. Many other pre-
dictions seem in retrospect to have been com-
pletely misguided. For example, Eric Schmidt, 
at the time head of Novell, touted a secure 
worldwide “distributed directory service” as 
the “master technology” of the next wave on 
the Internet. Yet such a service is nowhere in 
sight, and Schmidt at his current position at 
Google has found how to gain profit and influ-
ence through insecure but workable statistical 
approaches to serving the needs of the public 
and advertisers.


The lack of accuracy in the previous forecast 
issue shouldn’t be a surprise. History is replete 
with examples of the difficulty of forecasting 
how quickly technologies will advance and how 
society will use them. What is less well known, 


though, is how oblivious people can be to the 
massive moves taking place around them that 
affect their industries. 


The previous forecast issue had just one dis-
cussion of voice, in Jim White’s essay, which 
predicted that voice browsers would become 
widespread and important. Yet, the big commu-
nications revolution that was taking place then, 
and has continued over the past decade, over-
shadowing the Internet the entire time, has been 
the growth in mobile voice. In the US alone, 
wireless industry revenues reached almost $150 
billion in 2008 — that’s roughly four times the 
revenue from US residential high-speed Inter-
net access. It’s also almost twice the worldwide 
revenue that Hollywood’s entertainment offer-
ings enjoyed and almost seven times Google’s 
worldwide revenues that year. What the market 
clearly shows is that narrowband mobile voice is 
far more important to people, in terms of either 
the number of users or their willingness to pay, 
than broadband Internet access. (The figures for 
the rest of the world, especially the less devel-
oped countries, are skewed even more dramati-
cally in favor of wireless voice over Internet, 
both in users and in revenue.) 


Advances in mobile technologies are pro-
viding higher transmission capacities and are 
leading to a convergence of wireless with IP, 
the Internet Protocol. This has obvious impli-
cations for wireless, but potentially even more 
important, if less obvious, implications for the 
Internet. Of the 20 percent of wireless revenues 
that don’t come from voice, the lion’s share is 
from texting, which, just like voice, is a simple 
connectivity service. This shows that you can 
be successful simply by providing dumb pipes. 
However, wireless carriers misunderstand this, 
and claim their success is due to the tight con-
trol they exercise over their networks. They 
worry that bringing Internet technologies to 
their industry will lead to their business becom-
ing a commodity-based one and are trying to 
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tightly control just what services are offered 
over their channels. The extent to which they 
succeed will be fascinating to watch but seems 
impossible to predict because it depends far less 
on technology than on economics, industry 
structure, and regulation.


Many of the old battles over issues such as 
quality of service, flat rate versus usage-based 
pricing, and the ongoing war over net neutral-
ity are likely to be fought again in the wire-
less arena, and it’s possible that some outcomes 
might be different this time. The reason is 
that the balance between supply and demand 
is different: in the wireline arena, the growth 
in demand is still high, but it has been declin-
ing to a level that’s currently just about coun-
terbalanced by technological improvements. 
This produces incentives for service providers 
to increase usage, and such incentives suggest 
simple pricing and simple networks.


In wireless, though, growth in data trans-
mission appears to be significantly ahead of 
what technology can support, at least without 
major increases in capital expenditure. The 
incentives to raise such investments are lack-
ing because most of the large potential sources 
of new wireless data transmissions aren’t any-
where near as lucrative as voice and texting. 
Users want seamless mobility, but the huge gap 
between the capacities of fiber and radio links 
is unlikely to allow it, so service providers 
have strong incentives to closely manage their 
network traffic and are likely to try to ration 
capacity. Network management will be espe-
cially important to protect the cash cow — voice.


On the other hand, many of the incentives 
toward open networks that have so far pre-
vailed in the wireline Internet do apply, and 
will continue to apply, in mobile data. Ser-
vice providers and their system suppliers have 
demonstrated repeatedly that they’re terrible 
at service innovation. They have neglected 
numerous opportunities, even in basic services 
— for example, by not providing higher-quality 
voice. And their major successes, such as tex-
ting and ring-tone downloads, were accidents, 
not something they planned. 


The AT&T deal with Apple over the iPhone 
could be a sign that the wireless industry is 
beginning to acknowledge its limitations and is 
willing to open a door to more innovative out-
siders. But the battles for control surely won’t 
go away. (Even the iPhone deal involves consid-


erable control, by Apple this time. It isn’t a fully 
open ecosystem.) For the wireline Internet, the 
convergence of IP with wireless could have var-
ious unanticipated outcomes. Because mobil-
ity has great value for users, spending might 
tilt even further in that direction, and conse-
quently, innovation could shift to the wireless 
arena (whether in an open environment or in 
a collection of walled gardens). New services 
might be designed primarily for the relatively 
low-bandwidth wireless sector, not for the big 
pipes available in wireline, which might end 
up as a backwater. That said, the availability of 
wireless Internet access could spur growth of 
very high-bandwidth wireline access even in 
countries currently lagging in that field. Some 
wireline providers, especially those with domi-
nant wireless operations, might stop upgrading 


their land lines, but others could find that the 
only way to survive is to exploit their one natu-
ral advantage: ability to provide big pipes with 
low latency.


T he only safe bet is that service providers will 
continue repeating many of their old mis-


takes — in particular, their preoccupation with 
content as opposed to connectivity. But beyond 
that, predictions appear even harder to make 
than a decade ago, as there are more options 
before us.
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The battles for control surely won’t go 
away. For the wireline Internet, the 
convergence of IP with wireless could 
have various unanticipated outcomes.
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Fighting over the Future  
of the Internet
David Clark
MIT Computer Science  
and Artificial Intelligence Laboratory


F or much of the Internet’s life, it has coevolved 
with the PC. The relative maturity of the PC 
could thus lead to the erroneous assumption 


that the Internet itself is mature. But as comput-
ing enters the post-PC era over the next decade, 
with mobile devices, sensors, actuators, and 
embedded processing everywhere, the Internet 
will undergo a period of rapid change to support 
these new classes of computing.


Even as the evolving nature of computing 
changes the Internet, the more important driv-
ers of change are likely to be economic, social, 
and cultural. I have written previously about 
how a set of tussles among various stakehold-
ers will define the Internet’s future.1 Going 
forward, what might those tussles be and what 
might they mean for the Internet?


As we predict the future, we should not 
underestimate the importance of cultural issues 
(and cultural differences in particular). Tech-
nical systems based on technical standards 
usually work the same everywhere. Such homo-
geneity can directly collide with divergent 
norms about such things as openness, privacy, 
identity, intellectual property protection, and, 
perhaps most fundamentally, the balance of 
rights between the state and the individual. One 
possible outcome is the acceptance of Internet 
hegemony as a force for cultural uniformity. 
But, especially because that force is sometimes 
equated with the unwelcome cultural and polit-
ical hegemony of the US — such things as our 
entertainment industry, our sports icons, and 
our fast food (not to mention our language and 
politics) — you can see the potential for a back-
lash that leads to a fragmentation of the Inter-
net into regions, where behavior within regions 
is consistent with each region’s norms, and con-
nectivity is more constrained among regions. 
The drivers of this backlash would be nation-
states trying to preserve their sovereignty and 
jurisdictional coherence, aligned with a grass-
roots desire to preserve cultural diversity. In a 
world where nations seem to fight wars as much 
over identity as economics, the alignment of 
these forces can have significant consequences.


Issues of economics and industry structure 
will also drive change. To model the future, it 
is helpful to catalog the tussles of today. There 
is a fundamental tussle between a core value of 
the current Internet — its open platform qual-
ity — and investors’ desire to capitalize on 
their investments in expensive infrastructure. 
Examples include debates over network neutral-
ity, debates over whether ISPs and their busi-
ness partners can profile their customers for 
advertising purposes, and the collision between 
the open Internet and more closed sorts of net-
works such as those for video delivery.


Looking forward, we must steer between two 
perils to reach a healthy and vibrant future. If 
ISPs, in pursuit of additional revenues, diverge 
from the Internet tradition of the open neutral 
platform and favor their preferred content and 
applications over those of unaffiliated third 
parties, it might reduce the rate of innovation, 
reduce the supply of content and applications, 
and stall the Internet’s overall growth. On the 
other hand, if (perhaps due to regulation) ISPs 
provide only “simple dumb pipes,” a commod-
ity business fraught with low margins, they 
might not see a reason to upgrade their facili-
ties, which could lead to stagnation in the capa-
bilities or scale of the Internet. Both outcomes 
are unwelcome and feared by different stake-
holders. In my view, there is a middle path that 
avoids both perils, but we will have to steer 
carefully down that path, especially if we are 
going to impose explicit regulation.


It is important to remember that the shape 
of tomorrow’s ISP is not fixed and mature, any 
more than the Internet itself. Different business 
and policy decisions will have major influences 
on the future. 


The packet layer of the Internet is not the only 
platform over which we will tussle. In the future, 
we might well debate whether higher-level appli-
cation development platforms such as the iPhone 
or Facebook should be limited in the control they 
can impose. The Internet, taken broadly rather 
than just as a packet mover, is layers of platform 
on platform. One prediction about the future is 
that the debates will move “up” in the layers. 


The research community today is explor-
ing new concepts for networking, based on 
alternative modes of basic interaction — for 
example, delay-tolerant networks (DTNs), 
which relay data in a series of stages rather 
than directly from origin to destination, and 
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information dissemination networks and 
“publish/subscribe” paradigms, which have a 
similar “staged” character. These modes will 
prove very important in the future Internet, 
and we will fight over whether they are com-
petitive offerings “on top of” the basic packet 
forwarding paradigm or whether they become 
the basic service paradigm, in which case 
the owners of the network have the exclusive 
ability to provide them. I personally believe 
that we will be much better off if application 
designers (and users) can select from a suite 
of competing service offerings at these levels. 
But this is just another example of the tussle 
over platform ownership. 


To add another dimension to all these tus-
sles, consider the future of the developing 
world. We have different governments with 
different cultures and rules of regulation, dif-
ferent users with different skills, using perhaps 
different platforms (such as mobile devices) 
with different histories of open access and 
business models for investment. The result is 
a rich and heterogeneous stew of expectations, 
onto which we will try to impose uniform 
Internet standards. 


I mentioned that the future Internet will 
link not just PCs and PDAs but also sensors and 
actuators. An important tussle that we must 
anticipate is the one associated with the phrase 
“the surveillance society.” Networked sensors 
have the ability to change society in funda-
mental ways, but those changes and the ten-
sions they raise will have the power to change 
the Internet. At a technical level, the volume of 
data from sensors (including video monitors) 
could swamp the current sources of data today 
— business practice and human endeavor. At a 
policy level, one could imagine that the ISPs 
in one or another country are assigned to con-
trol access to various sorts of data (sensor and 
other), or alternatively, authoritatively add cer-
tain sorts of metadata to data from sensors. We 
must expect tensions over the embedding (or 
not) of data about geolocation, identity, infor-
mation authenticity, access rights or limits, and 
so on into one or another protocol.


While I called the tussle over open platforms 
fundamental, the tussle between the state and 
the individual is even more fundamental. The 
Internet has been glorified as a tool for per-
sonal empowerment, the decentralization of 
everything, collective action, and the like. It 


has empowered nongovernmental organizations 
and transnational actors. But at the same time, 
IT is a tool for information gathering and pro-
cessing, and modern government is essentially 
a data-driven bureaucracy. In the hands of gov-
ernment, the Internet and, more generally, the 
tools of cyberspace are a force for centralized 
control. So, we see the dual ideas of decentral-
ization and user empowerment on the one hand 
doing battle with images of the surveillance 
society and total information awareness on the 
other. Are the individuals (and those who advo-
cate for them) powerful enough to resist the 
tensions from the center? That is a critical ques-
tion in scoping the future. 


F inally (and perhaps beyond the time frame 
of these essays), we should ask what is next 


after the Internet has hooked up all the sen-
sors, all the actuators, all the cars, and all the 
smart dust. The next step must be hooking up 
humans. As we have more and more computers 
about us, and then inside us (as will certainly 
happen), all those computers will benefit from 
networking. This takes us to the debates over 
human augmentation, which will bring ethi-
cal and religious elements into the tussle. The 
future is going to be exciting.
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Back to the Future of Internet
Viviane Reding
European Commission


A s we brace ourselves for the Internet’s 
future, policy challenges are building up 
at a staggering speed. We must act now 


so that in 10 years’ time, we don’t wake up one 
morning and realize that we would need to go 
back to 2010 to fix everything. If, in the future, 
the Internet can’t cope with the amount of data 
we want to send, we aren’t able to use it in the 
nomadic way we prefer today, or our privacy 
isn’t protected, the Internet won’t reach its full 
potential to improve daily life and boost the 
world economy. If this happens, it will be due to 
serious policy failures, not the technology itself. 
Citizens will rightly ask policy makers and the 
Internet community, “What went wrong?”


My vision for the Internet’s future: it should 
be open to all sorts of technological innova-
tion; it should be fast enough to allow all sorts 
of new uses; it should be reliable and secure 
so that important services can be carried out 
online; it should be available to everyone; and 
it should be a place where everyone can express 
their ideas freely.


The Phoenix
Europe has set itself the challenge of promoting 
growth while ensuring a smooth transition to 
a low-carbon resource-efficient economy. This 
challenge is also a great opportunity, especially 
for technology sectors such as telecoms and the 
Internet. High-speed broadband Internet offers 
a great chance for smart investment that will 
help a speedy recovery from recession but also 
make economies more competitive for the next 
decade. New resource-efficient growth based on 
high-speed Internet can rise from the smolder-
ing ashes of the current credit crunch.


In 2013, the Internet will be nearly four 
times larger than it is today.1 Applications such 
as remote data backup, cloud computing, and 
video conferencing demand high-speed access. 
Cloud computing will unleash the potential of 
small- and medium-sized enterprises (SMEs) 
worldwide. Europe, which is heavily dominated 
by SMEs as compared to the US, will surely 
benefit when companies can rent, rather than 
buy, IT services. A recent study2 estimated that 
such online business services could add 0.2 per-


cent to the EU’s annual gross domestic product 
growth, create a million new jobs, and allow 
hundreds of thousands of new SMEs to take off 
in Europe over the next five years. The Internet 
also offers a platform for a new wave of smart 
and green growth and for tackling the chal-
lenges of an aging society.


Green and Sustainable Growth
Information and communication technology 
(ICT) offers a significant toolset to build a sus-
tainable future for the next generation of Euro-
peans. To meet its ambitious climate change 
goals, the EU strongly endorses new technolo-
gies capable of improving energy efficiency and 
making transport systems, buildings, and cities 
in general smarter. 


Smart Energy Grids
Electricity generation around the world is 
expected to nearly double in the next 20 years, 
from roughly 17.3 trillion kilowatt-hours (kWh) 
in 2005 to 33.3 trillion kWh in 2030 (www.eia.
doe.gov/oiaf/ieo/pdf/electricity.pdf). Today, up 
to 40 percent of the energy produced might 
be lost on its way to the consumer, but Inter-
net connectivity, computing power, digital sen-
sors, and remote control of the transmission 
and distribution system will help make grids 
smarter, greener, and more efficient. These 
smart grids can also integrate new sources of 
renewable power, allow coordinated charging 
of devices, and give consumers information 
about how much energy they use. In turn, this 
helps energy companies control their networks 
more effectively and reduce greenhouse gas 
emissions. Some pilot projects, using today’s 
Internet technologies, have already reduced 
peak loads by more than 15 percent — imagine 
what would happen with tomorrow’s technol-
ogy (www.oe.energy.gov/DocumentsandMedia/
DOE_SG_Book_Single_Pages(1).pdf). 


Smart Transport Systems 
Traffic jams cost Europe €135 billion a year, 
and drivers lose five days per year while sit-
ting in traffic. Simply building new roads isn’t 
the solution — making roads and cars “smarter” 
with intelligent transport systems (ITS) such 
as sensor networks, RF tags, and positioning 
systems offers a promising alternative. The 
Internet can interconnect diverse technologies 
and make mobility more efficient through the 
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real-time management of public and private 
transport resources, traveler information, and 
decision-making tools.


Smart Healthcare Systems
Current research is working to develop tech-
nologies for “ambient” environments capable of 
assisting patients by treating and monitoring 
them from a distance to reduce medical costs 
and improve patient comfort. These technolo-
gies combine devices (sensors, actuators, spe-
cial hardware, and equipment), networks, and 
service platforms to harness information about 
medical conditions, patient records, allergies, 
and illnesses.


Is the Internet Broken?
The Internet was never really designed to meet 
the variety of demands we place on it. Many 
experts recognize that it’s almost stretched to 
a breaking point — in particular, because of 
soaring amounts of content and traffic and new 
demands for mobile Internet access. New usage 
patterns and markets are generating Internet 
bottlenecks and demands for infrastructure 
and technology upgrades. However, there’s very 
little incentive for telecom operators to invest 
in infrastructure, and business models — espe-
cially for Web content — are uncertain.


European industry leaders and scientists 
have made Web 3.0 Internet services a top 
research priority. Future Internet technologies 
— the key to Web 3.0’s success — are a core focus 
of the EU’s overall research program (Frame-
work Programme 7; http://cordis.europa.eu/fp7/
ict/programme/); the European Commission’s 
FIRE (Future Internet Research and Experi-
mentation; http://cordis.europa.eu/fp7/ict/fire/ 
home_en.html) initiative also encourages long-
term investigation and experimental validation 
of new and visionary Internet concepts.


The Internet of Things, which interconnects 
objects from books to cars to electrical appli-
ances to food, will also require a radical rethink 
of how the Internet operates. To create the space 
needed to address the coming explosion of con-
nected devices, it’s imperative that we make the 
transition to IPv6 and avoid compromising the 
Internet’s ability to securely offer more functions 
and services. Policy makers must now call on 
industry to make this transition and make sure 
that public administrations migrate to IPv6.3


It’s difficult to see alternatives to the private 


sector’s traditional dominance over the Inter-
net’s management. This system has supported 
us well, but we must work to let governments 
worldwide exercise their responsibilities by 
balancing the US’s national priorities with the 
international community’s legitimate expecta-
tions and interests.


Who Do We Trust?
With ICT services becoming more pervasive and 
not only extending into new areas of our pri-
vate lives but also being an indispensable tool 
for the daily running of business operations, 
privacy, security, and empowerment are now 
imperative. Moreover, getting digital trust and 
confidence right could provide an additional 
11 percent growth (or €46 billion) on top of the 
natural expected growth of the EU’s digital 
economy. Failure to act, however, can result in 
greater damages — 18 percent of growth (€78 
billion) could be lost or significantly delayed.


The US and the EU have somewhat differ-
ent approaches to protecting privacy, but I’m 
convinced all Internet users would prefer to 
be empowered to make decisions concern-
ing their own privacy. The European Commis-
sion recently published a recommendation on 
protecting privacy on the Internet of Things 
(http://europa.eu/rapid/pressReleasesAction.
do?reference=IP/09/740). By default, it man-
dates that a smart tag (RFID device) attached to 
an object that a consumer is about to buy is dis-
abled at the point of sale, unless the consumer 
explicitly agrees to keep the tag active. (There 
are some benefits to leaving RFID tags active 
— for instance, telling a washing machine how 
to wash your sweater.) The worldwide market 
value for RFID tags is estimated to have been 
€4 billion in 2008 and is predicted to grow to 
roughly €20 billion by 2018.4 However, it’s only 
via consumer acceptance that this market’s 
potential can be realized, and this acceptance 
demands trusted services.


Empowering users is not only paramount for 
privacy — it’s also essential when organizations 
design new business models based on converg-
ing services. Consumer choice shouldn’t be arti-
ficially limited; instead, let the consumer decide 
and determine innovation.


Words Are No Substitute for Action
Openness is one of the main ingredients of an 
innovative Internet: this key characteristic 
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shouldn’t be compromised because of the archi-
tecture’s future evolution. We must take advan-
tage of open interfaces and standards, so that 
markets can grow without forcing consumers to 
use a certain kind of software or application or 
pay unnecessary royalties.


Net neutrality is also essential. The debate 
in the US has been extensive, and to an extent 
is mirrored in Europe’s discussions about tele-
com rules. When new network management 
techniques allow traffic prioritization, we must 
prepare for these tools being used for anticom-
petitive practices. With the new telecom regula-
tory framework, approved in November 2009, the 
European Commission empowered national regu-
lators to prevent such unfair abuse to the detri-
ment of consumers. It’s a good first step, but we 
must keep monitoring this issue as we progress.


We need only look at recent events in Myan-
mar and Iran to see how much the Internet 
has become an important vehicle for sharing 
political views, even be those with minority, 
controversial, or even censored opinions. The 
Internet’s instantaneous nature allows users to 
post event information or eye-witness accounts 
in almost real time. Naturally, this poses chal-
lenges for those entities trying to restrict access 
to information that isn’t convenient for them. 
For its part, the European Commission is deter-
mined to promote freedom of speech wherever 
possible in its international relations.


M any of these issues are fundamentally of 
a global nature and deserve a global dis-


cussion. If we design and prepare for the future 
Internet, putting the user at the center and 
keeping it open, we won’t have to back track 
and fix anything because of the decisions we 
made in 2010. Going back to the future isn’t 
only impossible, it’s also a sign of poor global 
ICT leadership.
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Intercultural Collaboration 
Using Machine Translation
Toru Ishida
Kyoto University


A lmost every country on Earth is engaged 
in some form of economic globalization, 
which has led to an increased need to 


work simultaneously in multiple cultures and 
a related rise in multilingual collaboration. 
In local communities, we can already see this 
trend emerging in the rising number of foreign 
students attending schools. ��������������� R�������������� egional commu-
nities have had to solve the communication 
problems among teaching staffs, foreign stu-
dents, and their parents, typically by focusing 
on relieving culture shock and its related stress 
with the aid of bilingual assistants������������. When turn-
ing our eyes to global communities, problems 


such as the environment, energy, population, 
and food require something more — mutual 
understanding. In both local and global cases, 
the ability to share information is the basis of 
consensus, thus language can be a barrier to 
intercultural collaboration.


Because there’s no simple way to solve this 
problem, we must combine several different 
approaches. Teaching English to both foreign 
and local students is one solution in schools, 
but learning other languages and respecting 
other cultures are almost equally important. 
Because nobody can master all the world’s 
languages, machine translation ������������  is����������   a practi-
cal interim solution. Although we can’t expect 
perfect translations, such systems can be use-
ful when customized to suit the communities 
involved. To customize machine translations, 
however, we need to combine domain-specific 
and community-specific dictionaries, parallel 
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texts with machine translators. Furthermore, 
to analyze input sentences to be translated, 
we need morphological analyzers; training 
machine translators with parallel texts requires 
dependency parsers. In the future, users might 
also want to use speech recognition/synthesis 
and gesture recognition. Even for supporting 
local schools, which include students from 
different countries, we need worldwide 
collaboration to generate all the necessary 
language services (data and software)������ . For-
tunately, Web service technologies enable 
us to create a workflow that assists in their 
creation. At Kyoto University and NICT, we’ve 
been working on the Language Grid,1 which 
is an example of a service-oriented language 
infrastructure on the Internet. 


Customized Language  
Environment Everywhere
Let’s look at what could happen in the very near 
future in a typical Japanese school, where the 
number of Brazilian, Chinese, and Korean stu-
dents is rapidly increasing. Suppose the teacher 
says “you have cleanup duty today (あなたは今
日掃除当番です)” in Japanese, meaning “it is 
your turn to clean the classroom today.” Now 
imagine that some of the foreign students don’t 
understand what she said — to figure it out, they 
might go to a language-barrier-free room, sit in 
front of a computer connected to the Internet, 
and watch the instructor there type the follow-
ing words in Japanese on the screen: “you have 
cleanup duty today.” The resulting translation 
appears as “今天是你负责打扫卫生” in Chinese, 
“오늘은 네가 청소 당번이야” in Korean, and 
“Hoje é seu plantão de limpeza” in Portuguese. 
“Aha!” say the kids with excited faces. One of 
them types in Korean, “I got it,” and the trans-
lation appears in Japanese on the screen.


Is machine translation that simple to use? 
Several portal sites already offer some basic 
services, so let’s challenge them with my exam-
ple from the previous paragraph. Go to your 
favorite Web-based translation site and enter, 
“you have cleanup duty today” in Japanese 
and translate it into Korean. But let’s say you’re 
a Japanese teacher who doesn’t understand 
Korean, so you aren’t sure if the translation is 
correct; to test it, you might use back transla-
tion, clicking on the tabs to translate the Korean 
translation back into Japanese again, which 
yields, “you should clean the classroom today.” 


It seems a little rude, but it might be acceptable 
if accompanied with a smile. Let’s try translat-
ing the Chinese translation in the same way. 
When we back translate it into Japanese, we 
might get the very strange sentence, “today, you 
remove something to do your duty.” It seems the 
Japanese word “cleanup duty” isn’t registered in 
this machine translator’s dictionary. 


Basically, machine translators are half-
products. The obvious first step is to combine a 
domain-specific and community-specific multi
lingual dictionary with machine translators. 
Machine-translation-mediated communication 
might work better in high-context multicultural 
communities, such as an NPO/NGO working for 
particular international issues���������������  . Computer sci-
entists can help overcome language barriers 
by creating machine translators that general-
ize various language phenomena; multicultural 
communities can then customize and use those 
translators to fit their own context by composing 
various language services worldwide. 


Issues with Machine-Translation-
Mediated Communication
Even if we can create a customized language 
environment, we still have a problem in that 
most ������������������������������������������available ��������������������������������machine translators ������������are��������� ��������for����� Eng-
lish and some other language. When we need 
to translate Asian phrases into European lan-
guages, we must first translate them into Eng-
lish, then the other European language. If we 
use back translation to check the translation’s 
quality, we must perform translation four times: 
Asian to English, English to European, and 
back to English and then to the original Asian 
language. Good translation depends on luck — 
for example, when we translate the Japanese 
word “タコ,” which means octopus, into German, 
the back translation returns “イカ,” which means 
squid, two totally different sushi ingredients. 


The main reason for mistranslation is the 
lack of consistency among forward/backward 
translations. Different machine translators are 
likely to have been developed by different com-
panies or research institutions, so they inde-
pendently select words in each translation. The 
same problem appears in machine-translation-
mediated conversation: when we reply to what 
a friend said, he or she might receive our words 
as totally different from what we actually, lit-
erally said. Echoing, an important tool for the 
ratification process in lexical entrainment (the 
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process of agreeing on a perspective on a ref-
erent) is disrupted, and it makes it difficult to 
create a common ground for conversation.2


E ven if translation quality increases, we can’t 
solve all communication problems through 


translation, so we must deepen our knowledge 
of different cultures to reach an assured mutual 
understanding. For example, we can translate 
the Japanese term “cleanup duty” into Portu-
guese, but it can still puzzle students because 
there’s no such concept in Brazil. As is well 
known, deep linkage of one language to another 
is the first step in understanding, thus we 
need a system that associates machine trans-
lation results with various interpretations of 
concepts to help us better understand different 
cultures. I predict that Wikipedia in particular 
will become a great resource for intercultural 
collaboration when combined with machine 
translators because a large portion of Wikipedia 


articles will be provided in different languages 
and linked together.
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The New Way of Business
Sharad Sharma
Canaan Partners


E very 20 years or so, a set of enabling 
technologies arrives that sets off a major 
organizational change. For example, new 


PCs, cheap networking, and WANs enabled 
organizations to adopt new processes and both 
decentralize and globalize much more easily 
than at any other point in the past. If we look 
ahead, in the next 10 years, Internet, mobile, 
and cloud computing will conspire to change 
things around us even more. New applications 
will emerge, which in turn will drive changes 
in how business is conducted. 


Bookends of Change
We’re reaching a significant tipping point from 
a connectivity viewpoint. Today, a little more 
than 2 billion people connect with each other 
over the Internet or mobile phones; by sometime 
in 2011, we can expect another billion, includ-
ing farmers in India and fishermen in Indonesia 
(ht tp://communit ies-dominate.blogs.com/
brands/2009/03/the-size-of-the-mobile-industry 
-in-2009-short-overview-of-major-stats.html). 
By some estimates, we could have 5 billion 


people connected to the network by 2015, which 
will turn business and marketing models on 
their heads (www.connect-world.co.uk/articles/
recent_article.php?oid=Global_2008_08).


Microfinance is already revolutionizing the 
provision of financial services to low-income 
clients and the self-employed, who tradition-
ally lack access to banking and related ser-
vices. One of the leading players in this space 
— and the first to go public — is SKS Micro-
finance, based in India. David Schappell of 
Unitus, a nonprofit microfinance accelerator, 
likens SKS to the small coffee shop that became 
Starbucks (www.time.com/time/magazine/arti-
cle/0,9171,1186828,00.html). Not surprisingly, 
SKS is quite technology savvy: it uses smart 
cards, cheap mobile phones, and sophisticated 
back-end software to scale its business. 


SKS represents the new breed of startups. 
They believe in the power of technology and 
of markets to bring about a large-scale, cat-
alytic impact to the bottom of the pyramid. 
Their innovations in creating efficient mar-
ketplaces and new delivery systems for edu-
cation, healthcare, and government services 
will blowback into more mainstream markets 
in the next 10 years.


At the other end of the spectrum, cloud com-
puting is accelerating the quant revolution and 







JANUARY/FEBRUARY 2010� 29


Internet Predictions


taking it to newer areas. The breadth of impact 
is staggering, ranging from in silico drug dis-
covery to evidence-based medicine to exper-
iment-based ad hoc creative design to social 
media analytics-based public relations (PR) to 
personalized recommendations in e-tailing, 
among others. The application of mathemat-
ics to problems of business and academia has 
been increasing rapidly over the past decade. 
Industries such as advertising and PR are in the 
throes of a transformation; social sciences are 
becoming data driven, and even philanthropy is 
embracing metrics. 


Naturally, this has led to a tsunami of data. 
Increasingly, every part of the company organ-
ism is connected to the data center, and so 
every action — sales leads, shipping updates, 
support calls — must be stored. On top of this, 
the Web is surging with data, as machines from 
servers to cell phones to GPS-enabled cars 
manufacture updates. Fortunately, developing 
actionable insights from dynamic, dense data 
has become easier, partly because of the emer-
gence of open source programming languages 
and tools. Moreover, the entry costs for compu-
tational infrastructure have come down due to 
cloud computing service providers. 


Michael Lewis’ book, Moneyball: The Art of 
Winning an Unfair Game (W.W. Norton & Co., 
2003), turned many managers into converts of 
the quantitative method. Wall Street has offered 
another example: although some financial inno-
vations turned out to be undesirable, it’s difficult 
to deny the power of this intellectual revolution.


Inflexions that Matter
The rise of Internet, mobile, and cloud comput-
ing will bring lots of new micro-consumers 
into the fold and will reinvigorate innovation 
in mature industries. This presages some fun-
damental changes in how business will be con-
ducted in the future. As Paul Saffo, a technology 
forecaster and consulting associate professor 
at Stanford University says, inflexion points 
are tip toeing past us all the time (http://blog.
longnow.org/2008/01/14/paul-saffo-embracing 
-uncertainty-the-secret-to-effective-forecasting/). 
Based on what I’ve seen so far, I have some pre-
dictions for the next 10 years.


The Firm as Managed Network
Traditionally, the firm has been a collection 
of cost centers, but the pervasiveness of busi-


ness metrics at the activity and function levels 
within the firm have made a different approach 
possible. In this approach, the firm can orga-
nize itself as a collection, indeed as a network, 
of profit centers. Because each profit center 
now has a clear financial incentive to drive 
higher productivity, tremendous efficiency is 
unleashed, translating into cost leadership for 
the firm. The poster child for this approach is 
Bharti Airtel, the largest mobile operator in 
India, which has 110 million subscribers. It 
makes a healthy 38 percent margin on average 
revenue per user of only US$7. In many ways, 
it has brought the same change that Southwest 
Airlines set off in the airline industry. As firms 
reconstitute themselves into managed networks 
of profit centers to become leaner, we will wit-
ness cost-structure transformations in many 
more industries.


Rise of Micro-Multinationals
Since the early 1990s, we’ve come a long way 
in the globalization of innovation. Today, the 
high-tech industry is extremely global: Nokia’s 
biggest competitors are Asian (Samsung) and 
American (Apple); SAP and Oracle are at each 
other’s throats but based in different conti-
nents. Global innovation is happening, and it’s 
leading to global competition. To leverage this 
distribution innovation, firms of every size will 
organize themselves as multinationals. 


Knowledge Jobs 2.0
Today’s knowledge workers must interact 
with other companies, customers, and suppli-
ers. Although some of these interactions are 
routine or transactional in nature, a growing 
number of them are complex, and complex 
interactions typically require people to deal 
with ambiguity and exercise high levels of 
judgment. These new knowledge workers will 
have to draw on deep experience, what econ-
omists call tacit knowledge. Jobs that include 
tacit interactions as an essential component 
are growing two-and-a-half times faster than 
the number of transactional jobs. In this inter-
action economy, vertically oriented organiza-
tional structures, retrofitted with ad hoc and 
matrix overlays, will be ill suited to modern 
work processes. So the traditional command 
and control paradigm is on its way out. A new 
management paradigm of connect and collabo-
rate will take its place.
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Creation Nets Will Multiply
Linux, Wikipedia, and Firefox show the power 
of self-organizing open communities. These 
networks of creators — in which thousands of 
participants come together to collaborate to cre-
ate new knowledge — appropriate and build on 
each other’s work. These creation nets are nei-
ther new nor limited to the software industry; 
their roots go back as far as the Italian Renais-
sance, when networks of apparel businesses in 
Piedmont and Tuscany sparked rapid innovation 
in the techniques of producing silk and cot-
ton fabric. Today, an apparel network created 
by Li and Fung in China has 7,500 producers 
specializing in different areas that collaborate 
with each other. All these networks are predi-
cated on rules of sharing that the participants 
established among themselves, a task that 
requires their mutual trust. Earlier, this trust 
building was possible only among people who 


lived in the same place, such as in Tuscany, or 
were affiliated with a credible network orga-
nizer. Now, the rules can be established among 
a much more diverse set of participants because 
of new communication technologies. Expect 
this to drive even more growth in creation nets.


T hese are just some of the seismic changes 
afoot that will make the next 10 years very 


exciting. In some ways, the die is set and the 
future is already here. It just isn’t very evenly 
distributed yet.
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Future Imperfect
Vinton G. Cerf
Google


A s the second decade of the 21st century 
dawns, predictions of global Internet digi-
tal transmissions reach as high as 667 exa-


bytes (1018 bytes; http://en.wikipedia.org/wiki/
SI_prefix#List_of_SI_prefixes) per year by 2013 
(see http://telephonyonline.com/global/news/cisco 
-ip-traffic-0609/). Based on this prediction, traf-
fic levels might easily exceed many zettabytes 
(1021 bytes, or 1,000 exabytes) by the end of the 
decade. Setting aside the challenge of some-
how transporting all that traffic and wondering 
about the sources and sinks of it all, we might 
also focus on the nature of the information being 
transferred, how it’s encoded, whether it’s stored 
for future use, and whether it will always be pos-
sible to interpret as intended.


Storage Media
Without exaggerating, it seems fair to say that 
storage technology costs have dropped dramati-
cally over time. A 10-Mbyte disk drive, the size 
of a shoe box, cost US$1,000 in 1979. In 2010, 
a 1.5-Tbyte disk drive costs about $120 retail. 
That translates into about 104 bytes/$ in 1979 
and more than 1010 bytes/$ in 2010. If storage 
technology continues to increase in density and 


decrease in cost per Mbyte, we might anticipate 
consumer storage costs dropping by at least 
a factor of 100 in the next 10 years, suggest-
ing petabyte (1015 bytes) disk drives costing 
between $100 and $1,000. Of course, the rate 
at which data can be transferred to and from 
such drives will be a major factor in their util-
ity. Solid-state storage is faster but also more 
expensive, at least at present. A 1-Gbyte solid-
state drive was available for $460 in late 2009. 
At that price point, a 1.5-Tbyte drive would cost 
about $4,600. These prices are focused on low-
end consumer products. Larger-scale systems 
holding petabyte- to exabyte-range content 
are commensurately more expensive in abso-
lute terms but possibly cheaper per Mbyte. As 
larger-scale systems are contemplated, opera-
tional costs, including housing, electricity, 
operators, and the like, contribute increasing 
percentages to the annual cost of maintaining 
large-scale storage systems. 


The point of these observations is simply 
that it will be both possible and likely that the 
amount of digital content stored by 2010 will be 
extremely large, integrating over government, 
enterprise, and consumer storage systems. The 
question this article addresses is whether we’ll 
be able to persistently and reliably retrieve and 
interpret the vast quantities of digital material 
stored away in various places.


Storage media have finite lifetimes. How 
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many 7-track tapes can still be read, even if 
you can find a 7-track tape drive to read them? 
What about punched paper tape? CD-ROM, 
DVD, and other polycarbonate media have 
uncertain lifetimes, and even when we can 
rely on them to be readable for many years, 
the equipment that can read these media might 
not have a comparable lifetime. Digital storage 
media such as thumb drives or memory sticks 
have migrated from Personal Computer Memory 
Card International Association (PCM-CIA) for-
mats to USB and USB 2.0 connectors, and older 
devices might not interconnect to newer com-
puters, desktops, and laptops. Where can you 
find a computer today that can read 8” Wang 
word processing disks, or 5 1/4” or 3 1/2” flop-
pies? Most likely in a museum or perhaps in a 
specialty digital archive. 


Digital Formats
The digital objects we store are remarkably 
diverse and range from simple text to complex 
spreadsheets, encoded digital images and video, 
and a wide range of text formats suitable for 
editing, printing, or display among many other 
application-specific formats. Anyone who has 
used local or remote computing services, and 
who has stored information away for a period 
of years, has encountered problems with prop-
erly interpreting the stored information. Triv-
ial examples are occurring as new formats of 
digital images are invented and older formats 
are abandoned. Unless you have access to com-
prehensive conversion tools or the applications 
you’re using continue to be supported by new 
operating system versions, it’s entirely possible 
to lose the ability to interpret older file formats. 
Not all applications maintain backward compat-
ibility with their own versions, to say nothing of 
ability to convert into and from a wide range of 
formats other than their own. Conversion often 
isn’t capable of 100 percent fidelity, as anyone 
who has moved from one email application to 
another has discovered, for example. The same 
can be said for various word processing formats, 
spreadsheets, and other common applications.


How can we increase the likelihood that 
data generated in 2010 or earlier will still be 
accessible in useful form in 2020 and later? 
To demonstrate that this isn’t a trivial exer-
cise, consider that the providers of applications 
(whether open source or proprietary) are free to 
evolve, adapt, and abandon support for earlier 


versions. The same can be said for operating 
system providers. Applications are often bound 
to specific operating system versions and must 
be “upgraded” to deal with changes in the oper-
ating environment. In extreme cases, we might 
have to convert file formats as a consequence of 
application or operating system changes. 


If we don’t find suitable solutions to this 
problem, we face a future in which our digital 
information, even if preserved at the bit and byte 
level, will “rot” and become uninterpretable.


Solution Spaces
Among the more vexing problems is the evolu-
tion of application and operating system soft-
ware or migration from one operating system to 
another. In some cases, older versions of appli-
cations don’t work with new operating system 


releases or aren’t available on the operating 
system platform of choice. Application provid-
ers might choose not to support further evo-
lution of the software, including upgrades to 
operate on newer versions of the underlying 
operating system. Or, the application provider 
might choose to cease supporting certain appli-
cation features and formats. 


If users of digital objects can maintain the 
older applications or operating environments, 
they might be able to continue to use them, 
but sometimes this isn’t a choice that a user 
can make. I maintained two operational Apple 
IIe systems with their 5 1/4” floppy drives for 
more than 10 years but ultimately acquired a 
Macintosh that had a special Apple IIe emula-
tor and I/O systems that could support the older 
disk drives. Eventually, I copied everything 
onto newer disk drives and relied on conver-
sion software to map the older file formats. 
This worked for some but not all of the digi-
tal objects I’d created in the preceding decade. 
Word processing documents were transfer-
able, but the formatting conventions weren’t 


If we don’t find suitable solutions  
to this problem, we face a future  
in which our digital information  
will “rot” and become uninterpretable.
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directly transformable between the older and 
newer word processing applications. Although 
special-purpose converters might have been 
available or could have been written — and in 
some cases were written — this isn’t something 
we can always rely on. 


If the rights holder to the application or oper-
ating system in question were to permit third 
parties to offer remote access in a cloud-based 
computing environment, it might be possible to 
run applications or operating systems that devel-
opers no longer supported. This kind of licens-
ing would plainly require creative licensing and 
access controls, especially for proprietary soft-
ware. If a software supplier goes out of business, 
we might wonder about provisions for access to 
source code to allow for support in the future, if 
anyone is willing to provide it, or acquisition by 
those depending on the software for interpreta-
tion of files of data created with it. Open source 
software might be somewhat easier to manage 
from the intellectual property perspective. 


Digital Vellum
Among the most reliable and survivable for-
mats for text and imagery preservation is vel-
lum (calf, goat, or sheep skin). Manuscripts 
prepared more than a thousand years ago on 
this writing material can be read today and are 
often as beautiful and colorful as they were 
when first written. We have only to look at 
some of the illuminated manuscripts or codi-
ces dating from the 10th century to appreciate 
this. What steps might we take to create a kind 
of digital vellum that could last as long as this 
or longer?


Adobe Systems has made one interesting 
attempt with its PDF archive format (PDF/A-1; 
www.digitalpreservation.gov/formats/fdd/fdd 
000125.shtml) that the ISO has standardized 
as ISO 19005-1. Widespread use of this format 
and continued support for it throughout Ado-
be’s releases of new PDF versions have created 
at least one instance of an intended long-term 
digital archival format. In this case, a company 
has made a commitment to the notion of long-
term archiving. It remains an open question, 
of course, as to the longevity of the company 
itself and access to its software. All the issues 
raised in the preceding section are relevant to 
this example. 


Various other attempts at open document 
formats exist, such as OpenDocument format 


1.2 (and further versions) developed by OASIS 
(see www.oasis-open.org). The Joint Photo-
graphic Experts Group has developed standards 
for still imagery (JPEG; www.jpeg.org), and the 
Motion Pictures Experts Group has developed 
them for motion pictures and video (MPEG; 
www.mpeg.org). Indeed, standards in general 
play a major role in helping reduce the number 
of distinct formats that might require support, 
but even these standards evolve with time, and 
transformations from older to newer ones might 
not always be feasible or easily implemented. 
The World Wide Web application on the Inter-
net uses HTML to describe Web page layouts. 
The W3C is just reaching closure on its HTML5 
specification (http://dev.w3.org/html5/spec/Over 
view.html). Browsers have had to adapt to 
interpreting older and newer formats. XML 
(www.w3.org/XML/) is a data description lan-
guage. High-level language text (such as Java 
or JavaScript; see www.java.com/en/ and www.
javascript.com) embedded in Web pages adds 
to the mix of conventions that need to be sup-
ported. Anyone exploring this space will find 
hundreds if not thousands of formats in use.


Finding Objects on the Internet
Related to the format of digital objects is also 
the ability to identify and find them. It’s com-
mon on the Internet today to reference Web 
pages using Uniform Resource Identifiers 
(URIs), which come in two flavors: Uniform 
Resource Locators (URLs) and Uniform Resource 
Names (URNs). The URL is the most common, 
and many examples of these appear in this arti-
cle. Embedded in most URLs is a domain name 
(such as www.google.com). Domain names 
aren’t necessarily stable because they exist only 
as long as the domain name holder (also called 
the registrant) continues to pay the annual fee 
to keep the name registered and resolvable 
(that is, translatable from the name to an Inter-
net address). If the registrant loses the regis-
tration or the domain name registry fails, the 
associated URLs might no longer resolve, los-
ing access to the associated Web page. URNs 
are generally not dependent on specific domain 
names but still need to be translated into Inter-
net addresses before we can access the objects. 


An interesting foray into this problem area 
is called the Digital Object Identifier (DOI; www.
doi.org), which is based on earlier work at the 
Corporation for National Research Initiatives 
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(www.cnri.reston.va.us) on digital libraries and 
the Handle System (www.cnri.reston.va.us/doa.
html) in particular. Objects are given unique 
digital identifiers that we can look up in a direc-
tory intended to be accessible far into the future. 
The directory entries point to object repositories 
where the digital objects are stored and can be 
retrieved via the Internet. The system can use 
but doesn’t depend on the Internet’s Domain 
Name System and includes metadata describing 
the object, its ownership, formats, access modes, 
and a wide range of other salient facts.


A s we look toward a future filled with an 
increasingly large store of digital objects, it’s 


vital that we solve the problems of long-term 
storage, retrieval, and interpretation of our 
digital treasures. Absent such attention, we’ll 
preside over an increasingly large store of rot-
ting bits whose meaning has leached away with 
time. We can hope that the motivation to cir-
cumvent such a future will spur creative solu-
tions and the means to implement them.
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Warehouse-Scale Computers
Urs Hölzle and Luiz André Barroso
Google


C omputing is shifting away from desktops 
and small isolated servers and toward 
massive data centers accessed by small 


client devices. These large data centers are an 
emerging class of machines themselves, which 
we call warehouse-scale computers (WSCs).1 


For example, consider an Internet service 
in which each user request requires thousands 
of binary instances from tens of individual 
programs to work in a coordinated fashion, 
with the hardware being a collection of WSCs 
distributed around the globe. The design, pro-
gramming, and operation of this new machine 
class will be among the most challenging 
technical problems computer scientists face 
in the coming decade. At the surface, it looks 
easy — just a bunch of servers in a building, 
right?


Wrong. Here’s a sampling of the problems we 
must solve to make WSCs ubiquitous.


Reliability
At scale, everything will fail. In a cluster of 
10,000, even servers that fail only once every 30 
years will fail once a day. If you store petabytes 
of data, you’ll find bit errors that the hardware’s 
error-detection mechanisms won’t catch.


Thus, any application running on thousands 
of servers must deal automatically with fail-
ures (including ones you don’t usually think of) 


and consider fault recovery a permanent back-
ground activity. 


Availability
Achieving high performance and high avail-
ability in such a failure-vulnerable system 
requires consistency compromises.2–3 In other 
words, you can have a system with either 
strong atomicity, consistency, isolation, and 
durability (ACID) guarantees or high availabil-
ity, but not both. 


In large-scale storage systems, availability 
is paramount, so consistency guarantees are 
weaker than in databases. This weakness can 
result in more complex services or APIs. For 
Internet services — and large-scale computing 
as a whole — to thrive, it’s not enough to simply 
overcome these complexity challenges. We must 
solve them in a way that’s consistent with high 
product innovation and programmer productiv-
ity. In other words, we must hide the complexity 
low enough in the architecture that application 
developers are not burdened by it and are free 
to quickly develop and test new product ideas.


MapReduce makes the comparatively sim-
ple case of parallel batch applications easy 
to program,4 but no similarly simple solution 
exists yet for online applications with data-
base-like needs. 


Cost
Many warehouse-scale applications implement 
advertising-supported consumer Internet ser-
vices, a business model with low per-user annual 
revenues. WSCs must therefore run cheaply. 
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They can’t depend on aggressive replication or 
high-end hardware to achieve reliability.


Similarly, the administrative costs of run-
ning such services must be much lower than 
what is typical for IT services.


Latency and Locality
Any given data structure could reside in a 
local on-chip cache, a disk drive across the 
ocean, or somewhere in between. A large, cost-
efficient Internet service must orchestrate data 
movement and distribution across an increas-
ingly wide range of storage technologies and 
locality domains, taking into account user 
location, network costs, failure domains, and 
application needs. For simplicity, it would be 
best to manage data location automatically, but 
large discrepancies in data-access speeds and 


application-failure demands make this hard to 
do in practice.


Data Center Efficiency
You’ve probably heard that data centers con-
sume lots of energy and typically waste 1 to 2 
watts of power for every watt the computing 
equipment consumes. On average, unfortu-
nately, that’s true. But improved building-level 
efficiency is no longer a research problem 
because efficient data centers do exist. 


Google’s data centers, for example, consume 
less than 20 percent energy than the serv-
ers use.5 Bringing the average data center to 
this efficiency level and further reducing that 
energy overhead remain important challenges.


Server Efficiency
Servers themselves can be energy hogs, los-
ing substantial energy in power conversions 
and when running at low to medium utiliza-
tion levels. Efficient power conversions are 
practical today (for example, see the Climate 
Savers Computing Initiative at www.climate 


saverscomputing.org), but they aren’t consis-
tently implemented yet.


The hard problem is to make data centers 
energy-proportional,6 which means using 10 
percent of the maximum power when the sys-
tem is only 10 percent busy. (Today’s serv-
ers consume roughly 50 to 60 percent of their 
maximum power even when idle.) Energy pro-
portionality is important because most server 
farms spend much of their time well below 
maximum utilization levels.


Increasing Parallelism
Single-core speeds have improved only slowly 
over the past decade. Speed improvements 
have come mostly from increasing the number 
of cores per chip. The semiconductor indus-
try expects these trends to continue. However, 
WSC workloads are growing at least as fast as 
Moore’s law, so we must parallelize the work-
loads to scale their processing. 


Even though large warehouse-scale applica-
tions tend to be easier to parallelize than some 
others, Amdahl’s Law still rules: When the 
sequential processing speed ceases to improve, 
the burden to find more concurrency increases, 
which in turn increases the difficulty of imple-
menting scalable infrastructures.


A lthough the rate of innovation in Web-
based services and applications is already 


remarkable, we’ve only taken the first steps in 
exploiting this new model. To realize its full 
potential, we must tackle unprecedented lev-
els of scaling and programming complexity in 
systems design.
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The Internet of Things: 
Here Now and Coming Soon
Geoff Mulligan
IPSO Alliance


A transformation is coming to the Internet 
that will enhance our personal lives and 
forge advances in energy conservation, 


healthcare, home safety, environmental moni-
toring, and countless other facets of our world. 
The Internet of Things was first mentioned in 
work done at MIT in 1999 related to research 
into RFID tags. The concept was and is about 
connecting the physical world — things — to 
networks and tying them all together with the 
Internet. Vint Cerf, Google’s chief Internet evan-
gelist, describes it this way: “The Internet of the 
future will be suffused with software, informa-
tion, data archives, and populated with devices, 
appliances, and people who are interacting with 
and through this rich fabric” (http://google-
blog.blogspot.com/2008/09/next-internet.html). 
Although it was just an idea when we entered 
this century, it’s now becoming a reality, and 
over the next decade, we’ll see things we never 
thought could be on the Internet getting con-
nected, with profound impacts to computing, 
protocols, socialization, privacy, and our lives.


Smart Objects
Smart objects — any device that combines local 
processing power with communications capabili-
ties — are a reality. For years, the idea of push-
ing IP (the Internet Protocol) into small 8- and 
16-bit devices with tens of Kbytes of program 
storage and possibly operating on battery power 
was thought to be impossible: the code would be 
too big, the packets too large, and the protocol 
too heavy for these low-speed, low-power net-
works. IP implementations now exist that run 


on sub-$2 micro-controllers with as little as 16 
Kbytes of flash memory and 4 Kbytes of RAM. 
These IP stacks statelessly compress a 40-byte 
IPv6 header down to just 3 bytes, allowing the 
efficient transfer of packets even with battery-
operated RF, while still providing IP-level end-to-
end integrity and security, both of which are lost 
when using proprietary protocol-translation gate-
ways. Within the next two years, as the power 
consumption of micro-controllers and embedded 
radios continues to decrease and the efficiency 
of batteries, photo-voltaics, and energy harvest-
ing increases, we’ll see a crossover in which these 
wireless sensor devices will be “always on.” 


Today
IP-based wireless sensor and control networks 
are deployed throughout the industry today. 
More than one million IP-enabled electric 
meters deployed in 2009 now support automated 
meter reading, and hundreds of thousands of 
streetlights are interconnected with IP-based 
RF mesh networks to provide remote condition 
monitoring. IP-enabled temperature, humidity, 
and motion sensors are now installed in office 
buildings and connected with existing IP infra-
structure to augment building control systems. 
IP- and RF-interconnected clocks are now used 
in hospitals to ensure precisely accurate times 
for medical events. In August 2009, a 61-year-old 
woman had surgery to install an IP-connected 
pacemaker; her doctors can now remotely check 
on her condition. Smart grid projects, energy 
management systems, and telemedicine portend 
even more pervasive use of smart objects, espe-
cially IP smart objects, which are the building 
blocks for tomorrow’s Internet of Things.


Tomorrow
“When the parents are away, the children will 
play,” or so goes an old saying, but wouldn’t 
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it be nice to know they’re safe while you’re 
away? New applications will allow appliances 
such as the stove to alert parents that they’ve 
been turned on (or were left on) and let you 
turn them off remotely. When you forget to 
turn off the lights, you can rectify that situ-
ation remotely. Smoke detectors will “talk” to 
gas appliances to shut them off when an alarm 
sounds and then send an alert to your phone. 
For people with parents far from home, appli-
ances could watch for typical usage patterns 
(refrigerator door opening and closing, oven or 
microwave being used, and motion through-
out the house) and message you if these events 
aren’t occurring as expected.


In addition to safety and security, the Inter-
net of Things will mean enhanced convenience. 
Rather than needing to figure out how to heat a 
meal in the microwave, the microwave will read 
the RFID tag on the container and request heat-
ing instructions from the manufacturer via the 
Internet — all you’ll have to do is press “cook.” 
When you check in at your hotel, your unique 
preferences will be sent to the room so that the 
temperature is correct, lights lit, and radio pre-
programmed. Within your home, rather than 
having just a single temperature sensor (your 
thermostat), temperature sensors can be set 
throughout the house along with occupancy 
sensors to ensure that the rooms you actually 
use most stay at the requested temperature. 
Parking spaces can send messages indicat-
ing availability either around the next corner 
or on the next level in a parking structure, all 
relayed to your phone via a streetlight network. 
For eldercare and remote healthcare, you’ll find 
that you can take blood pressure or glucose lev-
els with an IP smart object and have the results 
sent to your doctor securely and automatically 
via an already installed home network.


Privacy
With all this oversight and viewing into our daily 
affairs, we must be cognizant of the possibility of 
technical and ethical abuse and the need to pro-
tect our privacy. Not only do we need to ensure 
that security mechanisms and protocols are prop-
erly designed but also properly used and defined 
for data usage and ownership. Who owns the 
information about home usage of appliances or 
products — us, the utility, the appliance manufac-
turer, the warranty service company, or maybe 
all of these, in various contexts? With motion 


sensors in our homes, cars, and phones able to 
report our location, can a thief check to see if 
we’re home? Ethically, if our microwave reports 
the foods we eat, should our doctor or insurance 
company know that we just ate an entire bag of 
“theater butter” microwave popcorn?


With these billions, or billions of billions, of 
devices coming online, we must find ways to 
allow them to either be self-configuring or so 
easily configured that anyone can do it. Mark 
Weiser, widely considered to be the father of 
ubiquitous computing, said, “the most profound 
technologies are those that disappear … they 
weave themselves into the fabric of everyday 
life until they are indistinguishable from it.”1 
Although the protocols of today such as stateless 
address auto configuration and 6lowpan help get 
us closer, they don’t completely solve problems 
nor enable completely self-forming, self-healing 
ad hoc networks. Additionally, these new Inter-
net objects must be able to “learn” what servers 
and services they can and, more importantly, 
should talk to. They must be able to advertise the 
services and data that they can provide so that 
they can seamlessly participate in the Semantic 
Web. New transport and application protocols 
and data formats must also be defined for these 
embedded and nearly invisible devices.


T he enhanced connectivity between devices in 
the Internet of Things is expressly designed 


to engage us in making informed decisions about 
creating a safer, greener, healthier, more effi-
cient, and far less wasteful world. The Internet 
of Things will provide nearly limitless amounts 
of information and a much higher granularity 
of measurement, but we need to be ready for 
this explosion of data and control. Yesterday’s 
Internet = “anytime, anyplace, anyone.” Today’s 
Internet = “anytime, anyplace, anything.”
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Interplanetary Internetworking
Adrian Hooke
NASA Headquarters


T he 53 years since Sputnik-1 opened the Space 
Age have brought extraordinary advances 
in deep-space communications. Data rates, 


in particular, have increased from a few bits per 
second in low Earth orbit to multimegabits per 
second from Mars. The earliest communication 
systems transmitted spacecraft telemetry and 
telecommand information as analog signals, 
derived from mechanical rotating commutators 
that sampled key measurements and modulated 
them directly onto the radio carrier. 


As digital communications emerged in the 
early 1960s, electronic equivalents of the old 
commutators were implemented. These sys-
tems sampled each spacecraft measurement in a 
fixed sequence, which forced onboard payloads 
to communicate over a synchronous time slot in 
the transmitted stream, often resulting in over- 
or undersampling.


In the late 1970s, this communications model 
began shifting to new packetized data-transfer 
technology that let each onboard application cre-
ate and consume information asynchronously. 
An autonomous “space packet” encoded a com-
plete measurement set for transmission at a data 
rate appropriate to a specific investigation. The 
onboard spacecraft data system then switched 
the packets associated with different applications 
in and out of the radio channel connecting the 
spacecraft with the Earth. An application-process 
ID (APID) tagged each packet as belonging to 
a single information flow between an onboard 
application and one or more ground users.


An International Enterprise
By 1982, the number of countries embarking 
on space missions had grown, and the interna-
tional space community began considering ways 
to share their mission-support infrastructure to 
facilitate collaborative space exploration. The 
Consultative Committee for Space Data Sys-
tems (CCSDS) was therefore formed to address 
the need for new data-handling approaches that 
would allow spacecraft and ground infrastruc-
ture from different organizations to interoperate. 


Building on the new packetized data-trans-
mission technology, the CCSDS produced the 
first generation of international standards for 


packet telemetry and telecommand. Simple data 
routing was implemented based on the space 
packet’s APID. Although the APID lacks a fully 
formed source- and destination-addressing 
system and is therefore hardly the foundation 
of a fully fledged internetworking protocol, it 
has nevertheless served the community well 
for almost three decades as the workhorse for 
relatively simple data transfer between a single 
spacecraft and its ground support system. To 
date, almost 450 space missions have adopted 
the CCSDS packetized architecture.


By the mid 1980s, the CCSDS was vigor-
ously pursuing standardization of an expanded 
set of space-to-ground data-communications 
techniques, including advanced modulation, 
channel coding, and data compression. When 
plans emerged to build the International Space 
Station (ISS), special CCSDS working groups 
began addressing its unique challenges of high 
forward-data rates, very high return-data rates, 
and many different traffic types — including 
audio and video to support flight crew activities. 


The participation of multiple space agen-
cies from Europe, Japan, and the US in the ISS 
program resulted in a more complex space con-
figuration, involving several cooperating space 
vehicles and, consequently, the need for more 
powerful internetworking techniques to trans-
fer user information between the spacecraft 
and the ground. In the mid 1980s, open sys-
tems interconnection (OSI) was in full swing, 
and the International Standards Organization 
(ISO) was developing a suite of new standards 
to follow the OSI seven-layer network model. 
The CCSDS therefore updated its packetized 
data-transmission protocols to support inter-
networking traffic across the space-to-ground 
radio links using the Connectionless Network 
Layer Protocol (ISO 8473). A decade later, the 
ISS had gone through extensive redesigns, but 
the updated CCSDS standard remained the bed-
rock of international interoperability. 


Meanwhile, in the terrestrial data-communi-
cations community, the ISO protocol suite gave 
way to the emerging Internet protocol suite 
based on IP rather than ISO 8473. Today, the ISS 
still runs the CCSDS protocols, but its space-to-
ground traffic is increasingly IP-based.


A Delay-Tolerant Internet
The experience with early ISS internetwork-
ing approaches led the CCSDS to experiment 
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with adapting and extending the terrestrial 
TCP/IP suite to better match the long delays 
and intermittent connectivity characteristic 
of space communications. In particular, the 
CCSDS designed some TCP extensions that have 
become the foundation of many performance-
enhancing proxies now widely deployed across 
commercial and military satellite-communica-
tions communities.


Building on that experience, the CCSDS and 
terrestrial Internet communities began working 
more closely together. In 1999, DARPA (which 
funded much of the early Internet develop-
ment) independently allocated resources from 
its Next-Generation Internet program to study 
the possible architecture of an Interplanetary 
Internet. In parallel with the DARPA study, 
CCSDS developed a CCSDS File Delivery Proto-
col (CFDP) to allow bidirectional space-ground 
file transfer over long-delay links with asym-
metric data-transmission capabilities. Because 
remote spacecraft are often out of Earth’s view 
and rarely have a contemporaneous end-to-end 
data path to the ground, the CFDP implemented 
new store-and-forward techniques to support 
communications when the path is interrupted. 


Delay and disruption tolerance (neither 
of them hallmarks of the IP suite) therefore 
emerged as the key characteristics needed for 
interplanetary internetworking. The CCSDS 
and DARPA work consequently started con-
verging on a new delay-tolerant networking 
(DTN) approach to communicating in difficult 


environments. Recognizing the potential for 
these new techniques to also extend the ter-
restrial Internet’s reach into areas with under-
provisioned or highly stressed communications 
resources, the Internet Research Task Force 
formed a DTN research group to advance the 
new technology.


The DTN architecture that emerged from 
this group is an overlay network based on a new 
Bundle Protocol (BP). The relationship of BP to 
IP is as IP to Ethernet — that is, an IP-based 
network connection (perhaps the entire Inter-
net) can be one “link” in a DTN end-to-end data 
path. The Interplanetary Internet is effectively 
a “network of Internets.” The BP itself sits below 
the end-to-end space applications and above 
the individual subnetworks, which might be the 
terrestrial Internet, individual long-haul CCSDS 
backbone space links, or local area networks at 
remote locations in space.


As we enter a new decade, space explo-
ration is ready to exploit powerful inter-
networking capabilities. Mars already has a 
rudimentary network composed of proximity-
communications payloads aboard orbiting 
spacecraft, which act as relays between rov-
ing vehicles and the Earth. Since becoming 
the primary communications path for Martian 
surface operations, these relays have transmit-
ted roughly 95 percent of all rover data at much 
higher rates and with lower power requirements 
than the previous direct-to-Earth approach. 
Despite relatively short flyover contact dura-
tions, the high-rate communications have sig-
nificantly increased the volume of end-to-end 
data delivery.


L ooking ahead to missions launching to the 
Moon and Mars from 2015 onwards, we can 


expect international cooperation in executing 
complex missions to continue (see Figure 1). As 
the number of space vehicles grows — in free 
space and on other solar system bodies, so will 
the need to share data-transmission capabilities 
and to standardize intervehicular operations. 
The DTN protocol suite that can support this 
exciting new era is almost ready for deploy-
ment. NASA has already demonstrated DTN-
based internetworking operating in deep space 
on the Epoxi spacecraft, and a permanent DTN 
node is now orbiting the Earth on the ISS. The 
CCSDS standardization of DTN has begun, and 


Figure 1. Interplanetary internetworking. The delay-tolerant 
network (DTN) protocol suite that will support communications 
among the increasing number of vehicles in free space and on 
other solar system bodies has already been demonstrated in deep 
space. (Source: NASA, 2009; used with permission.)
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a common set of flight-qualified DTN software 
is in development. 


For this magazine’s 2020 forecast issue, I 
hope to report the planned expansion of Inter-
planetary Internet operations. Then, who knows 
how fast it will grow?


Adrian Hooke is manager of space networking architecture, 


technology, and standards in the NASA Headquar-


ters’ Space Communications and Navigation office. 
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from the University of Birmingham, UK. He chairs the 
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GENI: Opening Up New Classes of 
Experiments in Global Networking
Chip Elliott
Global Environment for Network Innovations


T he Global Environment for Network Inno-
vations (GENI) is a suite of research infra-
structure components rapidly taking shape 


in prototype form across the US. It is sponsored 
by the US National Science Foundation, with 
the goal of becoming the world’s first labora-
tory environment for exploring future Inter-
nets at scale, promoting innovations in network 
science, security, technologies, services, and 
applications.


GENI will allow academic and industrial 
researchers to perform a new class of experi-
ments that tackle critically important issues in 
global communications networks:


•	 Science issues. We cannot currently under-
stand or predict the behavior of complex, 
large-scale networks.


•	 Innovation issues. We currently face sub-
stantial barriers to innovation with novel 
architectures, services, and technologies.


•	 Society issues. We increasingly rely on the 
Internet but are unsure that we can trust its 
security, privacy, or resilience.


It will support two major types of experi-
ments. The first is controlled and repeatable 
experiments, which will greatly help improve 
our scientific understanding of complex, large-
scale networks. The second type is “in the wild” 
trials of experimental services that ride atop 
or connect to today’s Internet and that engage 
large numbers of human participants. GENI 
will provide excellent instrumentation for both 
forms of experiments, as well as the requisite 
data archival and analysis tools.


Building GENI  
via Rapid Prototyping
GENI is being created as a series of rapid 
prototypes via spiral development so that 
hands-on experience with early experimenta-
tion and trials can drive its evolution. Many 
leading researchers are engaged in planning 
and prototyping GENI, including those who 
have created PlanetLab, Emulab, OpenFlow, 
the Orbit and Cyber-Defense Technology 
Experimental Research (Deter) testbeds, and 
a variety of other innovative research tools. 
Industrial research teams are also engaged 
with these academic teams, including AT&T, 
CA Labs, HP Labs, IBM, NEC, and Sparta, as 
are Internet2 and NLR, the two US national 
research backbones, and several regional 
optical networks.


Rather than build a separate, parallel set of 
infrastructure “as big as the Internet,” which is 
clearly infeasible, current plans call for GENI-
enabling existing testbeds, campuses, regional 
and backbone networks, cloud computation 
services, and commercial equipment. GENI can 
then incorporate these networks and services 
by federation, rather than constructing and 
operating a separate infrastructure for experi-
mental research.


“At-scale” experimentation, as currently 
envisioned, may ultimately grow to involve 
tens or hundreds of thousands of human par-
ticipants and computers, and thus needs a way 
by which such experiments may be smoothly 
migrated out of the GENI infrastructure and 
into production use as new services. Starting 
in October 2009, the GENI project will begin to 
pave the way to such experiments by a meso-
scale build-out through more than a dozen US 
campuses, two national backbones, and several 
regional networks. If this effort proves success-
ful, it will provide a path toward more substan-
tial build-out.
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Figure 1 shows current GENI participants, 
together with the two GENI-enabled national 
backbones that link their campuses.


Running New Classes of Experiments
Early experimentation will begin in 2010 and 
will drive GENI’s evolving design. Within the 


   Project Name                Project Lead                                                          Project Participants


28. CR-GENI                                          University of Colorado Boulder       Radio Technology Systems LLC
                Rutgers University
29. CRON-T                                           Louisiana State University
30. Design of Information Subs    MIT
31. DSL, HIVE                     UC Davis          Batelle
                CA Labs     
32. EXP-SEC                                          University of Alabama
33. FPGA-RADIO                                 Clemson University
34. GENI IMF                                 North Carolina State University       The Renaissance Computing Institute (RENCI)
                Columbia University
35. iGENI                                                Northwestern University                                                            University of Illinois Chicago 
36. LAMP                   University of Delaware          Internet2                                                                                       
37. LEFA, Supercharged Planetlab   Internet2           Brown University
38. NLR                                                   Cypress, CA
39. Open--CIRRUS                                       HP Labs, Palo Alto          UCSD
40. OKGems                                          Oklahoma State University
41. PIGEON-NET                                  Howard University
42. PrimoGENI                                     Florida International University
43. QUILT                                               The Quilt
44. S3-GENI       Purdue University          HP Labs
45. SEC-POL              University of Illinois (NCSA)
46. VMI                       University of Alaska Fairbanks


1. CMUlab    Carnegie Mellon University    
2. D Meas, LEARN    University of Houston     Columbia University 
3. Digital Object Registry  Corporation for National Research Initiatives (CNRI)
4. CLOUD-CTL, DOME, ViSE  University of Massachusetts Amherst 
5. DTunnels    The Georgia Institute of Technology
6. EnterpriseGENI, OpenFlow  Stanford University                                                                 Princeton University
                                                                                                                                                                              University of California, Berkeley
                                                                                                                                                                   


                                                                                                                                                                  


7. GENI4YR     Langston University                                                                
8. GMOC, netKarma, K-GENI   Indiana University
9. GpENI    University of Kansas                                                          Kansas State University, 
                                              University of Nebraska-Lincoln
10. GushProto    Williams College                                                           UC San Diego
11. INSTOOLS, ISM Infrastructure University of Kentucky 
12. KANSEI, OTM   Ohio State University                                            Wayne State University
13. MAX    University of Maryland 
14. MeasurementSys   University of Wisconsin-Madison                           Boston University
                                                                                                        Colgate University
15. MillionNodeGENI, Security  University of Washington
16. ORBIT, WiMAX   Rutgers University               UCLA, Los Angeles, CA
                                            University of Colorado, Boulder, CO
                                University of Massachusetts, Amherst
                                University of Wisconsin, Madison, WI 
17. ORCA/BEN    The Renaissance Computing Institute (RENCI)             Duke University
18. PlanetLab, Sca�old, Federation    Princeton University     Universite Pierre et Marie Curie (UPMC)
19. ProtoGENI    University of Utah
20. PROVSERV    University of Arizona 
21. ERM     Columbia 
22. REGOPT     Pittsburgh Supercomputing Center (PSC)
23. SECARCH, Distributed Identity  SPARTA, Inc. 
24. SPP     Washington University 
25. TIED    USC Information Sciences Institute            University of California, Berkeley
26. UB_OANets    SUNY Bu�alo 
27. UMLPEN     University of Massachusetts Lowell  
                                                              
                                                          


                                                                                                                                                                   
                                                                                                                                                                   


                                                                                                                                                                   Clemson University
                                                                                                                                                                   Georgia Institute of Technology


                   Indiana University
                   Nicira Networks


                   Princeton University
                   Rutgers University


                   University of Wisconsin
                   University of Washington


The University of Missouri-Kansas City


                     Columbia University, NY, NY
Polytechnic University of NYU, Brooklyn, NY


                 
           


                    
                    


 


GENI Spiral 2 Projects


Figure 1. Global Environment for Network Innovations (GENI) prototyping as of October 2009. As the 
figure shows, the mesoscale prototype is rapidly taking shape across the US.
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next 6 to 12 months, GENI will start to open up 
new areas of experimental research at the fron-
tiers of network science and engineering — fields 
with significant potential for socioeconomic 
impact. These experiments may be fully com-
patible with today’s Internet, variations or 
improvements on today’s Internet protocols, or 
indeed radically novel “clean slate” designs.


Although research interests, and thus 
experiments, will evolve significantly over the 
coming decade, we expect the earliest types of 
GENI-based experiments to include the follow-
ing areas.


Content Distribution Services
As the Internet is increasingly used to distrib-
ute high-bandwidth content (for example, video 
and virtual worlds), many researchers have 
focused on new, more scalable architectures for 
such services. GENI is well suited to such exper-
iments, with its emphasis on deep programma-
bility, clouds, and GENI-enabled campuses.


Disruption-Tolerant Networks
GENI is specifically aimed to enable large-scale, 
well-instrumented, repeatable experiments on 
novel protocols and architectures. Disruption-
tolerant networks (DTNs) are a perfect case in 
point since many DTN architectures are inde-
pendent of today’s TCP/IP architecture. We 
expect several DTN experiments to begin on 
GENI within the coming months.


Measurement Campaigns
Researchers still lack basic knowledge and 
understanding of the Internet’s behavior. GENI’s 
emphasis on highly instrumented infrastruc-
ture will provide tools for capturing, analyzing, 
and sharing measurements on the global Inter-
net as it evolves.


Novel Mobility Architectures
Many networking researchers have proposed 
novel protocols to improve support for mobile 
devices in the Internet architecture. GENI’s near-
term emphasis on wireless support throughout 
campuses allows real-world experimentation 
with these new protocols.


Novel Routing Architectures
As concerns have grown over the scalability of 
the global Internet routing architecture, partic-
ularly with the rise of multihoming, a number of 


research teams have proposed alternative global 
routing architectures. Although GENI will not 
be as big as the Internet, it may offer sufficient 
scalability so that such approaches can be tried 
out in a realistic, well-instrumented suite of 
infrastructure components.


Reliable Global Networks
As I mentioned before, all of us increasingly 
rely on the Internet but are increasingly uncer-
tain that we can trust its security, privacy, or 
resilience. There is now growing interest in 
experimental efforts that will help ensure an 
Internet that is solid and reliable in the criti-
cally important role it now plays for society.


Virtualization Architectures
GENI’s own architecture is based on end-to-
end virtualization, which is now becoming an 
area of keen interest and study to networking 
researchers. Indeed, GENI prototyping teams 
are actively experimenting with new network 
architectures based on virtualization; in addi-
tion, we expect future virtualization experi-
ments to run within the GENI infrastructure as 
it comes online.


Looking Ahead
GENI is a visionary project in its early stages; 
both opportunities and challenges abound. Its 
infrastructure is growing rapidly and will soon 
begin hosting a range of experiments in net-
work science and engineering, with two over-
arching goals.


The first goal is understanding. We want to 
transform science in networking and distrib-
uted systems by


•	 enabling frontier research into the world’s 
future sociotechnical networks;


•	 creating a strong interrelationship between 
theory and experiments in complex, large-
scale network systems;


•	 greatly increasing the field’s emphasis on 
large-scale, realistic experiments with wide-
spread archiving, sharing, and analysis of 
experimental data; and


•	 exciting a new generation of students by 
providing a sense of shared adventure and 
exploration in a rapidly developing field.


The second goal is innovation. We want 
this field of research to have a high degree 
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of engagement with, and a strong impact on, 
industry, the economy, and our society. GENI 
can help achieve this by


•	 making up-to-the-minute technology broadly 
available for experimentation;


•	 stimulating new network services and 
architectures that support the nation’s criti-
cal needs for security, privacy, and robust 
availability;


•	 dismantling barriers to entry so that indi-
viduals and small teams can rapidly extend 
innovation deep into the network core;


•	 encouraging large numbers of early adopt-
ers in the American public for cutting-edge 
experimental services produced by academia 
and industry;


•	 providing a graceful transition path from 
innovative research experiments to useful 
commercial service offerings; and


•	 emphasizing sustained, long-term research 
collaboration between academia and industry.


GENI is being designed and prototyped in 
an open, transparent process in which all may 
participate. We welcome engagement and par-
ticipation (see www.geni.net) and encourage 
researchers to contact us with proposals for 
novel experiments. We are now increasingly 
confident that realistic, at-scale experimen-
tation can help drive the next 10 years of our 
global communications infrastructure.�


Chip Elliott is the principal investigator and project 


director for the Global Environment for Network 


Innovations (GENI). He’s also Chief Engineer at BBN 


Technologies and a fellow of the American Associa-


tion for the Advancement of Science and the IEEE, 


with more than 65 issued patents. Elliott has a BA in 


mathematics from Dartmouth College. Contact him at 


celliott@bbn.com.


Selected CS articles and columns are also available 


for free at http://ComputingNow.computer.org.
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L A B E L I N G  T H E  W O R L D


In a small workers’ hut in Chile, pinned 
up by the window looking out at the 
vineyard, is an A4 typed list from a major 
British supermarket chain with precise 
requirements explaining the grower’s 
accountability for its crop and what it 
must be able to do in terms of tracing if its 
product should ever need recalling. There 
is no computer or printer in this hut, in 
this field outside Curicó where all one 
can see for miles is vines and blueberries, 
the grower’s other crop. I am visiting 
from England, and it is strange to see 


this familiar shopping logo 
amongst the Spanish words, 
the handwritten notes, the 
clutter of everyday life in 
this little room where staff 
gather for lunch and to plan 


their schedules.—account of field visit to 
Chile, Fair Tracing project, Nov. 2007


D igital technologies are increas-
ingly set up to link worlds: pro-
ducers and consumers, town 
and country, industrialized 
and developing regions, tiny 


suppliers and major corporations. The fre-
quent assumption is that the networks will be 
enabling: they’ll join disparate places, people, 
and things, supporting connection anytime and 
anywhere.1 However, big global players with 
dedicated teams seeking efficiencies and the 


R&D facilities to do the research most often 
devise new commercial practices, with no refer-
ence to smaller producers’ needs. Particularly in 
commerce, which runs over a global socioeco-
nomic network, technology-based innovations 
have impact worldwide and are impossible to 
ignore, even if they’re unavailable locally. More-
over, many technologies aren’t available locally 
in a form that provides access to the small pro-
ducer, who might face financial and organiza-
tional barriers to adoption. 


In theory, it should be possible to supply a 
version of tracking technology to anyone who 
wants to use it. Already, certain data travels 
whenever a product is made, transformed, or 
changes hands. Money goes one way; materi-
als go the other. But, much of that information 
isn’t in portable form. When it comes to labeling 
goods so that they’re easier to track and trace, 
the system is more complicated than just the cir-
culation of goods, information, or money alone. 
Characterizing identity management for the 
supply chain of the future, one Wikipedia entry 
quips that “the idea is as simple as its applica-
tion is difficult” (http://en.wikipedia.org/wiki/
Automatic_identification_and_data_capture). 


This article explores what the mix of simplic-
ity and complexity means for equipping small 
businesses in emerging economies. The exami-
nation will focus on the Fair Tracing project, my 
team’s experience with two producer partner-
ships and how they helped us understand which 
aspects of labeling products would be easy to 


Product-tracking technology is available to big players in the value chain 
that connects producers to consumers. Would creating a generic form of 
tracing technology for producers large or small level the playing field?


Ann Light
Sheffield Hallam University


Bridging Global Divides 
with Tracking and 
Tracing Technology
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integrate and which might prove resis-
tant. Our partners—producers of fair 
trade wine in Chile and shade-grown 
coffee in India—were enthusiastic to 
tell marketing stories in a way that as-
sociated their narrative with individual 
items, rather than a brand. So, we were 
privy to some first-rate local informa-
tion about what a tracing system’s con-
tent and process might involve.


More specifically, the Fair Tracing 
project examined whether a tracing 
system along the value chain could be 
of more than just commercial interest. 
Could it also lead to feedback systems 
of good production and consumption 
practices? Previous work2–4 has cov-
ered the technical aspects of track-
ing, so this article concentrates on the  
sociotechnical viability of implement-
ing a worldwide product-tracing sys-
tem. In addition to tracking product 
progress, this system would support 
transmission of social, economic, and 
environmental data. 


Although the focus here is technolo-
gies of tracking and auto-identity for 
products in the value chain,5 engineer-
ing accounts alone often leave out key 
political and cultural aspects. This ar-
ticle thus also explores related barri-
ers to more widespread adoption. Dif-
ferent organizations and communities 
have different orientations to interna-
tional commerce and digital technol-
ogy, but this discussion is primarily 
concerned with the pragmatic road-
blocks to uptake, even when organi-
zations have the opportunity to adopt 
their own version of the technology. 
(For the purposes of this article, trac-
ing is the activity of presenting end-
to-end information on production to 
all stages of the chain, including the 
consumer. Tracking is logistics man-
agement of products along the chain 
and has no public element.)


The Fair Tracing Project
Fair Tracing (www.fairtracing.org) 
was a UK-led project researching a 
tool to support trade across different 
global contexts: linking small rural 


producers in developing regions with 
the affluent, predominately urban, 
consumers of northern Europe. This 
ethical dimension was inherent in the 
research project. Transparency alone 
would benefit these smaller producers, 
making goods visible to consumers, 
giving producers access to commer-
cial information, and revealing value-
chain relationships.


This dimension is relevant in con-
sidering that the tool was intended 
to extend beyond tracking to tracing. 


Material might include details rang-
ing from economic and environmen-
tal costs, working environments, and 
salary to information on transport to 
the consumer point-of-sale. We hoped 
to automate some aspects of this data 
transmission, while encouraging the 
actors along the value chain to create 
audiovisual and narrative material. In-
deed, in the Web 2.0 paradigm, even 
consumers might find a new role in 
purchasing and consumption as co-
creators, offering ratings, feedback, 
or more imaginatively their own video 
diary of use. Digital technology could 
not only store and transmit this new 
data with specific products, but it 
could also link it to provide transpar-
ency about each contribution’s author 
through authentication.


Most important here, through the 
Fair Tracing project, we aimed to re-
search implementation and poten-
tial use in context, beyond individual 
technological components and the tidy 
structures of big business where such 
tools are already finding a home. Con-
sequently, much of the job was to en-
gage and work with producers along 
representative value chains, exploring 
with them their production and infor-
mation-gathering processes and con-


sidering the implications of a new form 
of data creation and management.


The Fair Tracing Tool
The Fair Tracing project investigated 
the feasibility of introducing a public 
Automatic Identification and Data Cap-
ture (AIDC) tool for use worldwide as 
a distributed hub between value-chain 
members and consumers. (For details 
on AIDC, see the “Automatic Identifi-
cation and Data Capture and Its Con-
sequences” sidebar.) Using the Internet 


and peer-to-peer connections to create 
robust and low-cost connections, such 
a tool could store and generate chains 
for any product for which people were 
prepared to enter data. A Web appli-
cation would accept data from anyone 
anywhere on a chain, labeling it with 
its source to make its relationship to 
the chain transparent. The application 
would then represent the data on users’ 
chosen devices. 


We anticipated that, by being avail-
able to all, the tool would help pro-
ducers compete with or plug in to new 
accountability systems, while helping 
consumers find information about 
products. Tom McGuffog describes 
a value chain as a series of sequential 
events bounded, identified, and or-
dered in terms of time and duration 
between transitions.6 Given that defi-
nition, we assumed the result would 
be tractable to a broad range of con-
ditions. But how would such a system 
work in the wild? 


Method
The project worked with two supply 
chains representing small and micro 
producers in developing economies: 
wine in Chile3 and coffee in India.7 
The Chilean wine supply chain had fair 


In addition to tracking product progress, 	


the tracing system would support transmission 


of social, economic, and environmental data.
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trade certification and a simple value 
chain. Conversely, the Indian coffee in-
dustry is in a state of post-deregulation 
economic readjustment and has com-
plex paths to market.


In seeking producer groups for col-
laboration, we decided to build rela-
tions as full partnerships. This meant 
bringing in producer representatives 
as informants in an investigation of 
feasibility and desirability and ask-
ing them to consult on ideas, partial 
prototypes, and potential uses. The 
method involved setting up a collab-
oration agreement and including the 
partners in relevant stages of project 
discussions. For instance, through de-
sign workshops, partners helped de-


termine what information is gathered, 
what information participants could 
gather, and what the overheads would 
be.3 We commissioned local academic 
researchers to be the local link at the 
chain’s starting point. 


Given that an entire working tool 
wasn’t going to materialize in the proj-
ect’s lifetime, we also closely examined 
the time commitment we were asking 
of the producer partners and what the 
recompense might be. On a side note, 
we did provide our partners with in-
formation we gathered on consumer 
behavior to support their marketing 
activities. Additionally, to make the 
material relevant at the consumer end, 
we performed considerable work that 


focused on international (British) and 
domestic (Indian) consumer opinion 
and behavior.


Having built a relationship of trust, 
together with our partners we scoped 
use of information and communica-
tions technology (ICT), which in-
volved auditing processes in what 
were, in effect, two contrasting case 
studies through contextual interviews 
with key staff. The staff demonstrated 
how they conducted business and 
communicated with others. By follow-
ing the product around and focusing 
closely on the passage of information, 
we were able to gain a sense of pos-
sibilities and elicit our partners’ views 
on and knowledge of the value chain. 


T he identity management, tracking, and promotion of 


goods using Automatic Identification and Data Capture 


(AIDC) along the value/supply chain appear in many guises and 


have been developed to give its users better product control. 


However, at present, because of the scale needed to undertake 


it, AIDC has become a technology that largely benefits an exclu-


sive tier of manufacturers and distributors. 


AIDC Technology and the Value Chain
Tom McGuffog describes the operation of a typical value chain, 


comprising the


•	 chain’s participants and their locations,


•	 items (products and services in their various forms),


•	 processes (rules, treatments, recipes, and so on), and


•	 assets.1


This identification should


be achieved via the smallest practical number of globally 


accepted systems of numbering, preferably employing unique 


and non-meaningful identities … [and] the ID numbers above 


should be expressible in a form which can be automatically cap-


tured, wherever cost-effective, for example by laser scanning of 


a printed symbol (barcode), radio frequency identification of a 


tag (RFID) or by reading a smart card with a Personal Identifi-


cation Number (PIN).1 


McGuffog’s breakdown of a value chain into functional com-


ponents gives us a useful overview of the event-based method 


of creating such a system and the types of technology in use to 


support it. 


At the same time, research is taking place to better apply track-


ing (such as with RFID reliability)2 and tracing3,4 to the value 


chain. Smaller dedicated enterprises exist, such as Historic Futures 


(www.historicfutures.com), which already promises to track any 


batch from production to distribution for collaborating organiza-


tions and offers information including product miles and water 


and energy use. However, there’s a disconnect between the re-


searchers’ idealized proof-of-concept conditions and the world in 


which suppliers, manufacturers, and distributors ply their trade. 


A quick overview of the literature on supply chains shows that 


they aren’t representing the consistent and unambiguous rela-


tionship that the neat flow of much test data suggests. Depictions 


of commerce can vary widely, conveying different understandings 


of the same business practices and suggesting different patterns 


of engagement with the wider sector, as Susan Lambert writing 


on business models, notes.5 In fact, the only constant seems to be 


some network of interdependent agents organized over time and 


space and showing flexibility and dynamism through which prod-


ucts move one way and money moves the other. 


Who Benefits from AIDC?
The advantages to AIDC users include efficient production, dis-


tribution, theft reduction, and accountability. The companies 


Automatic Identification  
and Data Capture and Its Consequences
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For example, we went to the coffee 
plantation in the Koorg hills, watched 
the production stages, and visited the 
curing works that grade most of the 
region’s coffee (from the larger planta-
tions or trader-aggregators, who buy 
from smaller growers). We examined 
the chits that traveled to and fro with 
pregraded and graded coffee beans 
and studied the recording systems in 
use (see Figure 1 for an example of 
grading classifications from a batch 
of coffee). If high-quality coffee came 
from producers large enough to carve 
their own path to the distributor, it 
received the “specialty” brand. If it 
came from smaller producers with less 
control over their product, it tended to 


end up as instant granules because the 
individual quantities were too insig-
nificant to merit their own branding. 
On top of the impact of the different 
route to market with its extra legs, this 
less stylish destination had financial 
implications for smaller producers.


The design workshops created a fo-
rum to collaboratively identify pro-
duction processes, assess how will-
ingly locals would collect and share 
stories, and brainstorm means of turn-
ing knowledge into representational 
material. We also discussed partners’ 
interests and needs in considering a 
tracing tool. This work let us build 
prototype interface designs for dif-
ferent platforms, such as Web and 


phone, and revisit them to test these 
designs with our partners. However, 
the interface designs, which showed 
a map, a timeline, and a social net-
work, stayed at the conceptual level. 
Because we were interested in auto-
matic data capture, the focus wasn’t 
on interaction design for data entry. 
Rather, the designs tested how those 
whom the data represented would re-
spond to our presentation of it. (Other 
work documents interaction at the in-
terface better than we can within this 
study’s scope.8) 


We collected most data through 
semistructured contextual interview-
ing and some limited ethnography with 
our business partners. To some extent, 


employing AIDC tend to be major manufacturers and distribu-


tors of goods. The advantageous bargaining position that comes 


from their scale and relationship with the market means that 


they can introduce AIDC and require cooperation from suppli-


ers, who then enter production data as part of maintaining a 


commercial relationship. However, little motivation exists for 


making information available up the chain toward independent 


suppliers. 


Least likely to benefit are the many suppliers based in the 


world’s developing regions, where access to technology lags. 


The smallest of these producers, small to micro enterprises, have 


the fewest resources to manage their output and negotiate for 


either information or profit. Because they operate at near-sub-


sistence level, they’re also likely to have the least knowledge of 


the wider chain. Most of their effort goes into the immediate 


production cycle. 


At the other end, this complex network of global trade is also 


usually invisible to consumers. Indeed, many consumers have 


no idea about the origins of their purchases: where they come 


from, how they start life, or who makes them. New labeling 


practices acknowledge consumers’ interest in country of origin, 


but the appetite for information is growing. With increased 


tracking, the means exist to make this data available more gen-


erally as part of product information—that is, to make goods 


traceable.


This research area has become fashionable, with an increas-


ing number of student design projects for consumer informa-


tion systems, particularly addressing environmental issues. What 


distinguishes the work in this article from these other projects is 


the emphasis on production, the extensive work we conducted 


with producers of these goods, and the interest in tying the two 


ends (with the various stages along the chain) into one system.


REFERENCES


	 1.	 T. McGuffog, Diamond—How to Add Strength and Sparkle to Your 
Value Chain: A General Theory of Value Chain Management Data, 
UK Partners for Electronic Business, 2004; www.ukpeb.org/	
ukPeb-0023-04(Diamond_).pdf.


	 2.	 A. Rahmati et al., “Reliability Techniques for RFID-Based Object 
Tracking Applications,” Proc. IEEE/IFIP Int’l Conf. Dependable Systems 
and Networks (DSN 07), IEEE Press, 2007, pp. 113–118.


	 3.	 C. Plate et al., “Recomindation: New Functions for Augmented 
Memories,” Adaptive Hypermedia and Adaptive Web-Based Systems, 
LNCS 4018, Springer, 2006, pp. 141–150.


	 4.	 J. Neidig and P. Stephan, “An Object Memory Modeling Approach 
for Product Life Cycle Applications,” Ambient Intelligence and Smart 
Environments: Workshops Proc. 5th Int’l Conf. Intelligent Environments, 
IOS Press, 2009, pp. 27–32.


	 5.	 S. Lambert, “A Review of the Electronic Commerce Literature to	
Determine the Meaning of the Term ‘Business Model,’” School of 
Commerce Research Paper Series: 03-5, 2003; www.flinders.edu.	
au/socsci/business/research/papers/03-5.pdf.







32	 PERVASIVE computing� www.computer.org/pervasive


LABELING THE WORLD


the final methods were a compromise 
between methodological intentions 
(following many of Andrew Dearden 
and Peter Wright’s processes9) and the 
practical business of fitting in with a 
working organization. We recorded 
the workshops in video files and most 
of our other exchanges in audio files, 
though we captured some sensitive 
speculative meetings only in written 
note form. We also made records of 
our own planning meetings. 


Analysis involved groups of re-
searchers extensively reviewing notes 
and recordings in data sessions to-
gether and creating visual represen-
tations to organize relationships and 
information. For instance, Figure 2 
shows two visual interpretations of the 
wine journey. In Figure 2a, the interac-
tion designer’s drawing depicts the ac-
tors (people and their ICT) as a way for 
the research team to consider the limi-
tations of the collective’s resources. 
Figure 2b, created for external discus-
sion purposes, more formally shows 
political entities along the chain and 
how we interacted with them. Because 
the Fair Tracing team represented the 
part of the knowledge bridge that con-
nects producers to consumers across 
cultures, this analysis was critical for 
both shaping discussion about what 


the Fair Tracing tool might become 
and reporting on the project.


Collecting and Representing
The partner in Chile was the Los Ro-
bles wine collective and its owners, 44 
vineyards of varying sizes. (Inciden-
tally, the collective dissolved in 2008 
under economic pressures.) This rela-
tionship meant that key state changes, 
from fruit to liquid to bottle, took place 
close to the source. As wine producers, 
the collective had to meet European 
and American supermarkets’ strin-
gent accountability demands. Grapes 
also have associated information, but 
tracing grapes in their passage to wine 
might be a more suitable challenge for 
biotechnologies, rather than current 
AIDC implementations.


This article opens with a descrip-
tion of a field visit to explore the win-
ery’s audit trail. The logistics manager 
handwrites codes into ledgers that as-
sociate each bottle with a production 
date, a fermentation vat, and a grape 
batch. A dedicated wine database, 
called Kupai, captures information 
about the wine’s mix and quality and 
lets the management team view grow-
ers’ output as one of three quality cat-
egories. However, quality assurance 
staff—distinct from the oenologist 


who mixes the blend—use a separate 
structure based on Microsoft Word 
documents, again printed and stored. 
In other words, using ICT for mapping 
the collective’s supply chain involves 
multiple types of records through 
which information can’t pass seam-
lessly (see Figure 3). Moreover, only 
some records are in a format that us-
ers can manipulate. 


The growers, too, move between 
spreadsheets and ledgers. Thus, al-
though the collective’s employees 
were interested in a marketing tool for 
communicating with consumers, they 
talked about tracking technologies. 
They saw a means of putting data into 
a Fair Tracing tool from each produc-
tion stage and, in so doing, bypassing 
their internal systems’ fragmentation. 


The collective was one context into 
which we discussed introducing trac-
ing. The other, the coffee growers, was 
more fragmented and even less depen-
dent on software for communication.


Barriers to Use
Working with producers as partners in 
situ revealed that, in addition to the 
technical implementation’s complexi-
ties, many sociotechnical issues need 
resolving for the Fair Tracing tool to 
become useful. These examples dem-
onstrate the challenge that adopting 
this kind of technology might raise 
for organizations managing in con-
strained circumstances with fewer re-
sources than the businesses for which 
AIDC was developed.


Inputting Data
The smallest producers are mostly op-
erating without access to digital tech-
nology or the level of software skills 


Figure 1. Sampling coffee grades. Staff 
at the curing works grade a batch of 
coffee into different classifications. In 
February 2007, the Fair Tracing project 
studied the processes at plantations in 
India and the next steps in the supply 
chain.
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and access that makes capturing data 
automatic. Paper trails follow both 
products: the coffee producer’s hand-
written chits and the wine collective’s 
Word documents for printing and 
distributing. 


Good interaction design practice as-
serts that asking staff to enter codes 
by hand to identify individual items 
is laborious and error prone.9 With-
out these identifiers, no automated 
system can attach metadata to prod-
ucts. Moreover, producers lack the 
budget to introduce the hardware, 
software, and training needed to use 
spreadsheets to make data capturable 
throughout production.


Collecting Relevant Information
Another problem is collecting infor-
mation to use as metadata. Particu-
larly in a context in which producers 
can show off practices publicly, the 
amount of production data needed 
extends beyond that which businesses 
find necessary to keep. In their busi-
ness records, some coffee growers re-
cord only price per unit and quantity. 
The wine collective finds itself obliged 
to do more record keeping. It’s ac-
countable to distributors for identify-
ing any batch if the need arises. Ad-
ditionally, because of their collective 
structure, the wine producers keep 
more information on production costs 
than many of the farmers in India do. 
Individual growers collect and use 
data on quantities of fertilizer and in-
secticides for grapes, for instance, but 
such details would interest only the 
most fervent consumers. 


In both chains, collecting further 
data would increase overhead and 


potentially introduce issues of basic 
media and digital literacy. Indeed, the 
indifference some of the Indian cof-
fee growers showed in interviews to 
the prototype interfaces’ information-
design features suggests that the chal-
lenge to communicate across the Web 
goes beyond equipment. Yet, a public 
appetite has developed for knowledge 
about everything from electricity costs 
per unit to means of transportation to 


packaging price and source. The data 
that producers collect doesn’t match 
the data their consumers want.


Managing State Changes
Identity management requires an iden-
tity, but it’s not straightforward to de-
termine what makes a discrete unit for 
AIDC purposes. Whereas grapes leave 
the collective as wine bottled with a 
code recorded in a ledger, the Indian 
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Figure 2. The wine journey. (a) A 
drawing of the processes through which 
grapes pass at the Los Robles bodega 
in Chile. (b) The value chain for wine 
developed through interviewing key 
actors. (Courtesy of Helen Le Voi and 
Dorothea Kleine, respectively; used with 
permission.)
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coffee sector presents a more complex 
scene. Multiple fragmented entities con-
tend as principal units: coffee cherries 
off the bush, sacks of stripped beans 
from a plantation, or the pile of graded 
beans at the curing works. Consumers 
see a packet of roasted grounds or jar of 
instant coffee at the supermarket.


Between the bean and the cup ex-
ists a series of product transformations 
as beans are stripped, graded, roasted, 
ground, and packaged, all with asso-
ciated data translations. These pro-
cesses, which are in the hands of vari-
ous parties for social and political 
reasons, are more convoluted where 
big business hasn’t intervened to 
streamline them. For smaller produc-
ers, identity ends at the curing works, 
where their product combines with a 
pile of the same grade. To avoid the 
taxes (an extra 25 percent) incurred 
if they take their crop to the curing 


works themselves, many producers 
sell to traders at the plantation gate be-
fore grading. This practice introduces 
further fragmentation of processes, 
knowledge, and control. 


Politics along the Chain
Power relations play a significant role 
along the production chain. They af-
fected the case study partners’ will-
ingness to be involved in the project,4 
for example, with each player needing 
sign-off from further along the chain 
before agreeing to participate. More-
over, small producers were most vul-
nerable to importers’ and distributors’ 
demands. 


Among other consequences, these 
politics influence what information 
partners can make public. For in-
stance, both the fair trade wine pro-
ducers and the coffee producers, whose 
product quality wasn’t exploited, were 


keen to show how they divvy up prof-
its. This is interesting data for consum-
ers to assess but a controversial topic to 
display. In other words, collating this 
information might be hardest for those 
with the greatest interest in displaying 
it. Because strong dependencies ex-
ist, producers might feel constrained 
to tell a politically conservative story 
for fear of offending distributors and 
those further up the chain, making it 
awkward to share facts that would 
otherwise be in the suppliers’ best 
commercial interests to make public. 


The issue also arose in the context 
of packing material: an option that a 
supplier found preferable and more en-
vironmentally sensitive, a distributor 
found less convenient. Likewise, an-
other story likely to go untold involves 
the tension small producers experience 
between pleasing the chain actors and 
pleasing the consumers.
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Figure 3. Los Robles winery’s information flow and formats. The multiple record-keeping formats prevent the information from 
passing seamlessly through, and out of, the wine collective. (Courtesy of Dorothea Kleine; used with permission.)







APRIL–JUNE 2010	 PERVASIVE computing� 35


Understanding	  
the Commercial Context
Although basic AIDC requires only 
unique numeric identifiers to man-
age transitions and track products, 
the enhanced model with shopping 
data might include multimedia or text 
presentations for consumers. This en-
hancement introduces translation is-
sues and their attendant overhead—for 
example, the wine collective produces 
information in Spanish, but its interna-
tional audience wants English or their 
local tongue. 


At another level, different values 
and practices manifest in different cul-
tural expectations across the world. 
Producers need a sense of their market 
and how to target domestic and foreign 
consumers. Again, marketing knowl-
edge more often belongs to larger, more 
cosmopolitan operators who can travel 
themselves or afford to employ special-
ists. In the project, we witnessed this 
factor during discussions about how to 
show a content provider’s authenticity. 
Although consumers expect YouTube 
aesthetics from working people, pro-
ducers were keen to adopt high-end 
media values for fear of looking inad-
equate. So, they abandoned the com-
petitive advantage of looking “real.”


Third Parties
Many smaller producers face the ad-
ditional complication of depending on 
third parties for some of their identity 
or relationship with the chain. Agen-
cies such as the Fairtrade Labelling 
Organizations International (FLO), 
which certifies fair trade products, or 
Oxfam, which supports micro enter-
prises worldwide, play a significant 
role for suppliers such as the wine 
collective. 


These key third parties are difficult 
to bring into the value chain using an 
event-based coding system. It would 
probably fall to motivated producers 
to enter their details (adding overhead), 
unless third parties adopt the process 
of constructing and making visible 
chains for associated products.


Discussion
Sorting out the technical aspects of 
small producers adopting either a 
tracking or tracing tool is necessary but 
not sufficient in making it available. 
The Fair Tracing project’s intention 
was to learn how to produce a generic 
Web 2.0 tool of use to anyone: a de-
vice that any organization, regardless 
of size, could plug in to its systems and 
use to broadcast data. 


One Size Doesn’t Fit All
A generic tool doesn’t seem to be the 
answer. Instead, the tool must take 
into account producers’ circumstances 
and the wider contexts in which they 
operate and possibly the nature of the 
goods. Lone suppliers can conduct 
exchanges with consumers and offer 
handmade marketing; however, they 
can’t capture data and assemble it in 
such a way that the chain emerges, un-
less they’re particularly well equipped 
and dealing with a simple, controllable 
product. Many producers would have 
to become more media and marketing 
literate to benefit fully from the range 
of commercial advantages a tracing 
system could provide.


Following the Fair Tracing project, 


the Karnataka coffee industry (in-
cluding even the smaller producers) 
showed considerable interest in tracing 
and discussed modernizing processes 
to introduce the practice.4 Led by state 
government-backed trade bodies, the 
industry sees RFID as one vision and 
biotagging as another. Because track-
ing is a prerequisite to tracing, this 
modernization, though, might result 
in workers entering long strings of 
identifiers all day to attach codes to 
batches of coffee. Indian coffee plan-
tations might find that the salaries of 


numerous workers might be less over-
head than introducing mobile spread-
sheets and networked databases. Fur-
thermore, many workers see these 
mundane jobs as offering the skills 
that let them progress to more inter-
esting work.


The outcome of the interest in Kar-
nataka won’t be a generic tracing tool 
for use with any product by consumers 
worldwide; it will be for Indian coffee. 
This result demonstrates the continu-
ing importance of the social structures 
around digital networks. The politics 
are inescapable. Indeed, there’s talk 
at the trade-body level of using the 
system to highlight and remove small 
traders in the coffee chain who take 
profit without adding value. In this 
scenario, the software drives social 
changes, with negative consequences 
for those outside the sector and the 
promise of an improved business for 
those within. 


A Custom Solution 	  
and an Intermediary
Considering the Fair Tracing project’s 
communicative goals suggests the ben-
efit of working with the right interme-
diary to help populate and possibly 


federate this type of system.10 For pro-
ducers with little software, marketing, 
or direct sales experience, an organi-
zation with the role of bridging and 
brokering would seem crucial. Such an 
organization would serve as an inter-
mediary who sees and demonstrates to 
producers the value of selective over-
head to ensure consistent value at the 
consumer end. Additionally, it would 
be able to post data about the chain 
without risk of losing business. This 
candidate could be an existing organi-
zation, such as FLO; a trade body or 


A generic tool doesn’t seem to be the answer. 


Instead, the tool must take into account such 


factors as producers’ circumstances.







36 PERVASIVE computing www.computer.org/pervasive


LABELING THE WORLD


new collaboration, such as a collective; 
or a major player in the chain with the 
right corporate social responsibility 
agenda.


The key challenge for such an orga-
nization would be to avoid introduc-
ing additional overhead and power 
structures that don’t increase value 
for the smaller players. Introducing an 
intermediary doesn’t remove the chal-
lenges of cross-cultural interaction,3 it 
resituates them. Anyone tackling the 
role would still need to consider which 
languages to use and whose values to 
refl ect so as to appeal to consumers in 
other parts of the world without alien-
ating the organizations along the pro-
duction chain. 


A lthough consumers are 
ready for a generic product 
information tool, it’s a long 
way from plug and play for 


those who would be creating the value 


of it by inputting the data. Nonethe-
less, as tracing has benefi ts, so would 
developing the social and financial 
structures that support small suppli-
ers in following their goods along the 
chain. A fair tracing tool might then 
be the aggregator of any data that pro-
ducers could make public for market-
ing purposes and building on logistics 
management.


The impact of networks is particu-
larly powerful in the economic realm, 
underpinning the very idea of currency. 
Even making producers aware that 
they’re being left behind as new tech-
nologies are developed into powerful 
tools can be a force for change.
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Network-Usage Changes 
Push Internet Traffic  
to the Edge


	 Neal Leavitt


I nternet traffic traditionally has 
flowed through network service 
providers’ backbone networks 
to large networks. In many 
ways, the Internet infrastruc-


ture has been based on this pattern.
However, the prevailing traffic 


flow is rapidly changing, with impor-
tant consequences for the Internet.


Increasingly, Internet traffic is 
growing faster at the network edge 
than at the core. The edges of the 
network are toward the areas where 
service providers communicate 
directly with one another or where 
they provide services to users. 


A key cause of these changes is 
a revival of peering, in which net-
works directly connect to one another 
instead of paying upstream providers 
to carry and route their traffic.


Other contributing factors include 
the rise of huge Internet portals that 
carry large amounts of traffic; the 
growth of cloud computing, social 
networking, and wireless Internet 
access; and the increased use of so-
called dark networks. 


Additional issues include the 
growth of online video and the rapid 
proliferation of exchange points, 
connections through which ISPs 


communicate data directly with one 
another, said Craig Labovitz, chief sci-
entist for Arbor Networks, a vendor 
of network security and monitoring 
systems.


And peer-to-peer (P2P) communi-
cations—which often use backbone 
or other long-range networks—are 
becoming a smaller portion of over-
all Internet traffic. Consequently, 
regional and metro-area traffic is 
growing at a faster rate than long-
haul traffic. 


These development s cou ld 
increase network resilience. How-
ever, they could also necessitate 
greater network intelligence and give 
large traffic carriers undue influence 
over consumer services and network-
related matters. 


Some researchers say the traffic 
changes are altering the fundamen-
tal shape of the Internet, with serious 
consequences for its stability and 
security. 


TRAFFIC CHANGES
There have been several dramatic 


changes to Internet traffic.
During the past year, noted Thomas 


Barnett, Cisco Systems’ senior man-
ager for provider marketing, increased 


broadband implementation and other 
developments have increased Internet 
traffic levels. 


Much of this traffic has moved to 
the edges of the Internet.


Because of these factors, more 
bandwidth is necessary to provide 
connectivity to devices at the edge, 
added Simon Heron, principal for the 
UK office of Internet security firm 
Network Box.  


Traffic volumes
Cisco reported that global IP traffic 


of all kinds grew 45.6 percent from 
121 exabytes in 2008 to 176.2 exa-
bytes in 2009, and that global Internet 
traffic grew 43.2 percent from 91.7 
exabytes in 2008 to 131.3 exabytes 
in 2009. 


By the end of 2009, Cisco said, 
video—excluding that shared via 
P2P—represented 33.2 percent of all 
consumer Internet traffic and will 
approach 40 percent by the end of 
this year. From 2009 to 2014, Barnett 
predicted, video traffic will increase 
sevenfold, as Figure 1 shows. 


Much of this traffic increase is 
going to individual users on the edge 
of the network, utilizing devices such 
as mobile phones. 


Internet traffic patterns are changing significantly, with important 
ramifications for the network as a whole.
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“However, this has also led to a few 
major players dominating content 
provision,” he added. “How the fail-
ure of one of these hypergiants would 
affect the flow of traffic is unclear. 
Also, the Internet originally was sup-
posed to be open and resilient with a 
multitude of independent distributed 
hubs and relays. But this appears to be 
at risk while the hypergiants play such 
a major role. It’s also possible for them 
to dictate what [traffic] flows through 
them and what priority it’s given.”


The rise of peering
Peering harkens back to the dawn 


of the Internet when large orga-
nizations would directly connect 
networks to one another and the 
Internet instead of paying a provider 
to route traffic. This practice saved 
money and improved performance. 
In addition, Network Box’s Heron 
said, there weren’t as many ISPs avail-
able as there are now.


Now, huge peering fabrics are 
emerging worldwide because there 
are so many networks and so much 
content and because the large content 
providers are communicating directly 
with one another, said Melanie A. 
Posey, research director for hosting 
and telecommunications services for 
market research firm IDC.


Users in the Asia-Pacific region 
want to avoid having to handle their 
growing amount of local traffic via big 
ISPs that route the communications 
through hubs in the US or Europe, 
she added. They are thus particularly 
interested in developing local peer-
ing hubs, which would provide more 
speed and less latency.


Increased peering, with its empha-
sis on direct, local connections has 
caused more traffic to travel along the 
Internet’s edge. 


Providing many new paths along 
the Internet’s edge for transmissions 
to travel could add network resilience 
in case of congestion or other prob-
lems, Posey noted. 


However, having to route traf-
fic less directly over long distances 


Therefore, explained Heron, ser-
vice providers must make provisions 
for this.


Traffic patterns
Arbor Networks analyzed global 


Internet traffic data collected by 110 
regional networks, content providers, 
cable operators, and international 
transit backbone networks between 
July 2007 and July 2009.


According to Arbor’s Labovitz, the 
analysis showed that the top content 
and service providers were respon-
sible for only 26 percent of all Internet 
traffic in July 2007, a figure that dou-
bled to 52 percent by 2009.


Thus, much more of the traffic is 
passing directly from the providers 
to users along the edges on local and 
regional networks rather than on 
backbone networks.


Other changes
In addition to changes in traffic 


volumes and patterns, there have 
been other related new trends that 
affect the Internet.


Huge Internet portals
The increasing proliferation of 


huge portals, called hypergiants, has 
dramatically changed Internet traffic 
patterns, noted Labovitz.


Thirty large companies—such as 
Facebook, Google, Microsoft, and 
YouTube (now part of Google)—cur-
rently generate 30 percent of all 
Internet traffic.


During the past t wo years, 
Facebook has used 5 percent of 
the Internet’s bandwidth; Google, 
2.5 percent; Microsoft’s Windows 
Update, 3.2 percent; Yahoo’s image 
server, 2.9 percent; and YouTube, 
10.2 percent, according to Network 
Box’s Heron.


In the past, users accessed many 
different websites from servers physi-
cally dispersed around the world. 
Now, many of these sites are hosted 
on local servers belonging to a few 
cloud providers. Thus, most users 
connect with only a handful of pro-
viders on a daily basis. 


This makes the Internet operate 
more efficiently, said Heron. 
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Figure 1. Cisco Systems predicts that Internet video traffic will increase through 
2014. By then, it will represent a higher portion of Internet activity than peer-to-peer 
communications, which used to be the leading traffic type.
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route data through another, he added. 
This, he explained, provides more 
resistance to random failure and 
attack.


Overall, as more devices of dif-
ferent types access the Internet and 
other global networks, the networks 
will need greater intelligence to 
handle, provide security for, and pri-
oritize traffic. This challenge could 
be exacerbated in the future by an 
increase in machine-to-machine traf-
fic, added Barnett. 


Referring to the Internet’s chang-
ing traffic patterns, Labovitz said, 
“I think the interesting trade-off is 
consolidation versus innovation. As 


the Internet consolidates, is there 
still room for innovation in underly-
ing technology or will the Internet be 
controlled by a small handful of large 
content sites?”


Moreover, said Ed Moyle, an 
analyst with market research firm 
Security Curve, “As traffic becomes 
more centralized in a few large enti-
ties, I’m concerned about whether 
that will give them [more] control. 
Could that be used to selectively stifle 
competition? We don’t know.” 


Neal Leavitt is president of Leavitt 
Communications (www.leavcom.
com), a Fallbrook, California-based 
international marketing communica-
tions company with affiliate offices 
in Brazil, France, Germany, Hong 
Kong, India, and the UK. He writes 
frequently on technology topics and 
can be reached at neal@leavcom.com.


with mobile broadband access are 
driving the traffic migration from 
fixed to mobile,” said Cisco’s Barnett. 


“Individuals are now continu-
ously connected and carrying devices 
that are increasing the traffic flow,” 
explained Network Box’s Heron.


That flow meets the Internet at the 
network edge, which is thus experi-
encing increased traffic levels, he 
said.


Dark networks
Some traffic passes through public 


peering points such as those that ISPs 
use, and some runs through dark 
networks, private systems created 


to move traffic more efficiently and 
cost-effectively than core networks.


Hypergiants like Google usually 
operate these networks to ensure 
their transmissions reach their des-
tinations as quickly as possible, 
without having to traverse potentially 
congested large ISP networks. 


The rise of giant distributed data 
centers built by companies such as 
Amazon, Google, IBM, and Micro-
soft, often as part of cloud computing 
services, has increased the dark Inter-
net’s size.


Because measuring dark-network 
traffic is difficult, noted Arbor’s Labo-
vitz, “the significant shift in Internet 
interdomain traffic patterns has gone 
largely undocumented in commercial 
and research literature.”


H eron contends that as 
traff ic has moved to 
the Internet’s edge, the 
network has become 
stronger and more resis-


tant to random failure and attack.
Increased peering at the edge pro-


vides greater connectivity options so 
that if one link fails, carriers could 


would make packet loss more likely, 
said William Norton, peering expert 
and founder and executive director of 
the DrPeering International website.


P2P decline
In recent years, while P2P traffic 


has increased, the percentage of over-
all Internet traffic it represents has 
dropped, according to Cisco’s Barnett.


“P2P will drop to 17 percent of 
consumer Internet traffic by 2014, 
down from 39 percent in 2009,” he 
said. 


“The decline changes traffic pat-
terns significantly,” he explained. 
“In P2P data transfers, traffic flows 
[directly] from users to other users; 
in other words, from one part of the 
edge to another. 


Many P2P programs choose which 
other users to download content or 
data from by available bandwidth 
rather than geographical proximity.


Because P2P thus often accesses 
content from long distances, it 
increases traffic levels on backbone 
networks, noted Barnett.


Instead of using P2P, a greater 
number of users are now accessing 
content, particularly video, from 
large, centralized providers such 
as YouTube, noted Carnegie Mellon 
University assistant professor David 
Andersen.


“The shift means that the traffic 
sources are becoming more concen-
trated [locally], and these services 
often use optimization techniques to 
ensure that users download from a 
source near them,” he said.


Wireless Internet
Mobile voice and data traffic has 


been doubling annually for the last 
five years, faster than any other 
type of Internet activity, according 
to Cisco. The company says mobile 
traffic currently represents 1.2 per-
cent of all Internet activity, a portion 
it predicts will grow to 7.4 percent by 
the end of 2014.


“Advanced smart phones, tablet 
computers, and especially laptops 


Internet traffic is growing faster at the network  
edge than at the core.


	 Selected CS articles and columns  
	 are available for free at http://		
ComputingNow.computer.org.
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(SMEs). In addition, software on the cloud would be easier 
to install, maintain, and update than client-based comput-
ing, which requires installing and configuring software and 
updating it with each new release, as well as revising other 
programs with every update.2 Third, cloud services give 
users the flexibility of scaling up when demand increases.3 
Cloud proponents also argue that as software becomes free 
via Web-based applications or available in software as a 
service (SaaS), software piracy could decrease. A final but 
not secondary point concerns developing-world-based IT 
companies’ domestic and international entrepreneurial 
activities in the cloud sector.


Little, if any, existing empirical evidence shows how 
effectively these theories, ideas, and speculations can 
translate into practice, however. A close look at the early 
stage of the cloud industry’s development indicates that 
these observations might underscore how economic and 
institutional problems remain central to the development 
and diffusion of information and communications tech-
nologies (ICTs) and entrepreneurial performance in the 
developing world. For one thing, the cloud is inherently 
linked to the multiple facets of data security. 


Recent surveys suggest that many organizations are 
unprepared for their clouds’ security. According to an 
April 2010 International Data Corporation (IDC) cloud 
computing poll conducted in Australia, China, Hong Kong, 
India, South Korea, and Singapore, fewer than 10 percent 
of the respondents were confident about their security 
measures.4 Critics have also raised concerns about poor 


T
he developing world’s cloud computing sector 
has received considerable attention from 
global and local IT players, national gov-
ernments, and international agencies. For 
example, IBM has established cloud comput-


ing centers in China, India, Vietnam, Brazil, and South 
Korea. Other global cloud players such as Microsoft, 
VMware, Salesforce, Dell, and Parallels are actively 
searching for opportunities in the developing world. 
Perhaps even more impressive is that developing-world-
based firms have jumped on the cloud bandwagon. 
Cloud-related venture capital and other investments 
are also flowing into developing economies. It is prob-
ably fair to say that in no other major technological 
innovations has the developing world received this level 
of attention. 


However, findings and conclusions about the poten-
tial and impact of cloud computing in the developing 
world drawn from surveys, studies, and experiences of 
companies are confusing and remarkably inconsistent. 
Some analysts suggest that developing countries will be 
attractive markets for cloud services and predict that this 
technology will soon make “healthcare 2.0,” “banking 2.0,” 
and “education 2.0” realities in these countries.1 


In theory, developing economies could catch up with 
developed countries as the cloud gives them access to the 
same IT infrastructure, data centers, and applications. 
The cloud arguably reduces infrastructure costs and levels 
the playing field for small- and medium-size enterprises 


The developing world must exploit the opportunities afforded by cloud 
computing while minimizing the associated risks to allow access to  
advanced IT infrastructure, data centers, and applications and protect 
sensitive information. 


Nir Kshetri 
University of North Carolina—Greensboro


Cloud Computing  
in Developing 
Economies







RESE ARCH FE ATURE


COMPUTER	48


countries by the end of 2010. Likewise, in April 2010, Mi-
crosoft and Qatar Telecom (Qtel) signed a strategic alliance 
to offer cloud-based services, applications, and devices 
over Qtel’s network. Kenyan companies are also showing 
interest in the cloud.7


Application areas


Table 1 lists some cloud application areas currently 
being explored in developing economies. 


E-education. E-education has received particular atten-
tion. The Computational Intelligence Research Group at 
the University of Pretoria, South Africa, uses the cloud 
for next-generation medical research. University students 
use the cloud to conduct research in the development of 
drugs for the treatment of Africa-specific serious illnesses. 


In East Africa, the Higher Education Alliance for Lead-
ership through Health (Health Alliance), a consortium of 
seven universities (universities in Kenya, Jimma University 
in Ethiopia, the University of Kinshasa in the Democratic 
Republic of Congo, Muhimbili University of Health and 
Allied Sciences in Tanzania, and Makerere University in 
Uganda), is working with industry experts to extend educa-
tion through virtual computing labs that students access 
remotely. 


Universities in China, Qatar, and Turkey are among the 
17 educational institutions worldwide participating in the 
IBM Cloud Academy, which allows access to a range of 
educational resources. In addition, Chinese universities 
can access a supercomputer to analyze data on disease-
spread patterns and climate changes. Likewise, Indian 
universities are banking on the cloud to develop innovative 
research and education activities. The Indian Institute of 
Technology, Kanpur, and other academic institutions have 
also adopted the cloud. 


Although less well known in the global IT map, Vietnam 
has recently come into the limelight due to its contributions 
to development of the cloud, especially in e-education. 
Vietnamese government institutions and universities use 


bandwidth and a lack of forward and backward linkages. 
What is theoretically possible, versus what is practically 
achievable, is thus the critical issue. 


STATE OF CLOUD COMPUTING  
IN DEVELOPING ECONOMIES 


It’s important to make clear at the outset that cloud 
computing in the developing world is in its infant stage. 
Studies have indicated a lack of cloud awareness, even 
among large companies. According to a 2009 Gartner 
survey of large enterprises, half the respondents in emerg-
ing markets either hadn’t heard of cloud computing or 
didn’t know what it was.5


IT-intensive areas such as offshoring and software de-
velopment are enthusiastically embracing clouds. In India, 
cloud demand is high in the offshoring industry and tech-
nology hubs. In South Africa, the call center industry has 
been the fastest growing area for the cloud. Likewise, the 
IBM Cloud Center in China’s Wuxi City targets software 
developers.


The market for the cloud in developing countries is 
small but expanding rapidly. An IDC study suggested that 
emerging markets such as Brazil, Russia, India, and China 
will likely be important forces driving the global shift 
toward the cloud,6 with China and India having the great-
est mid- to long-term potential for the cloud. The report 
also predicted that the Indian SaaS market would experi-
ence a compound annual growth rate of 77 percent during 
2006-2010. India’s National Association of Software and 
Services Companies and McKinsey estimated that remote 
infrastructure management will be a US$15 billion indus-
try in India by 2013. 


Cloud-related activities in the developing world are 
mainly concentrated in big economies such as China, 
India, Brazil, South Africa, and Vietnam. Nonetheless, the 
cloud is gradually making an inroad into smaller econo-
mies, as Table 1 illustrates. Dell reported that it might offer 
cloud services in Saudi Arabia and other Middle Eastern 


Table 1. Current cloud computing application areas in developing countries.


Country E-education E-health


E-commerce/ 
e-business/


supply chain E-governance E-environment Telecommuting


China X X X X


East Africa X


India X X


Korea X


Qatar X


South Africa X X


Turkey X


Vietnam X X


West Africa X
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the cloud to develop education programs. Vietnam Na-
tional University (VNU) has established a cloud platform. 
IBM and VNU have signed a memorandum of understand-
ing about using the cloud to build IT skills. 


E-health. Another visible application of the cloud is in 
healthcare. India’s ICICI Bank’s insurance arm has used 
Zoho’s Web-based applications to develop services such 
as personalized insurance for patients with diabetes. The 
company adjusts premiums based on how well policy- 
holders stick to a fitness plan.1 


Likewise, in May 2009, IBM opened a Healthcare In-
dustry Solution Lab in Beijing. The lab will work with 
hospitals and rural medical cooperatives. The Guang 
Dong Hospital of Traditional Chinese Medicine has 
implemented a suite of healthcare data-sharing and 
analytics technologies, known as Clinical and Health 
Records Analytics and Sharing. CHAS combines input 
from traditional Chinese medicine and modern Western 
medicine. Hospitals use CHAS to share electronic medi-
cal records (EMRs) incorporating this data across the 
hospital network. 


E-commerce, e-business, and supply chain. Yet another 
major application of the cloud has been in e-commerce 
and supply-chain management. 


In China, IBM’s pilot project Yun (Chinese for “cloud”) 
lets businesses select and implement cloud services. The 
platform dynamically allocates storage, server, and net-
work resources without human input. 


The Wang Fu Jing department store, one of China’s larg-
est retailers with more than 10 million customers, has 
deployed cloud computing in supply-chain management, 
which it uses to share information with its network of retail 
stores and implement business-to-business e-commerce. 


In Korea, banking, telecommunications, and IT 
hosting services use the cloud; while in South Africa, 
Nedbank is automating its business processes through 
the cloud.


Emerging application areas. Emerging application 
areas in developing countries include e-government, 
e-environment, and telecommuting.


Vietnam’s Ministries of Education and Training, Science 
and Technology, and Information and Communications 
have jointly developed cloud-based academic programs 
that offer computing courses, free software tools, and busi-
ness case studies.


In China, scientists have access to a supercomputer that 
lets them analyze climate change data. In West Africa, the 
UK’s Hadley Center for Climate Prediction and Research is 
negotiating with Amazon to sponsor a researcher for free 
access to cloud services.


South Africa is a leader in using the cloud to support 
telecommuting. Call center agents and software developers 
can log in from anywhere using IP lines or a virtual private 
network (VPN).


Supporting trends
Several trends facilitate the cloud’s diffusion in develop-


ing countries. 
Multinationals’ search for opportunities. The activities 


of several companies triggered the cloud industry’s evolu-
tion in the developing world. In 2008, IBM opened a cloud 
center in Bangalore, India, that targets mid-market ven-
dors, universities, government bodies, and microfinance 
and telecommunications companies. That same year, IBM 
opened a similar center in Beijing. Cloud computing is also 
a primary R&D area in its China’s Shanghai facility. In 
addition, IBM has built data centers to offer cloud services 
in Johannesburg, South Africa, and Hanoi, Vietnam. 


Microsoft’s cloud offerings in developing countries in-
clude the Business Productivity and Online Suite (BPOS), 
Windows Azure (a platform for building, deploying, and sell-
ing applications on the cloud), and an infrastructure suite 
to build private and public clouds. Developers in Malaysia, 
India, and China can use Visual Studio 2010, launched in 
April 2010, to build applications for Azure. BPOS, which 
consists of e-mail, live meeting, and collaboration tools, 
was launched commercially in India in November 2009 
and by April 2010 had 15,000 users in 600 organizations.8 


Salesforce, which started its operations in India in 2005, 
focuses on major cities and is creating cloud awareness 
through its SaaS products. Its customer base in India grew 
by 42 percent during its fiscal year ending in January 2010.


By mid-2009, VMware was active in developing econ-
omies such as India and South Africa. Likewise, the US 
company Parallels announced a plan to establish cloud 
operations in India. Similarly, Computer Sciences Corpo-
ration announced that it would develop its Vietnamese 
operation as a cloud center. In the same vein, in July 2010, 
Japanese technology company NEC announced a plan to 
launch cloud services in China in 2011.


Governments’ and international organizations’ efforts. 
Vietnam and China are notable examples of economies 
that have meaningful government interventions in the 
cloud sector. Cloud computing in Vietnam is driven funda-
mentally by the government’s belief that this technology 
will help the country build a skilled workforce, and uni-
versities, government ministries, and telecommunication 
vendors have adopted the cloud. One government agency 
uses the cloud to link government agencies, universities, 
private-sector research, start-ups, and other organiza-


Vietnam and China are notable 
examples of economies that have 
meaningful government interventions 
in the cloud sector. 
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Pressmart, based in Hyderabad, India, provides SaaS-
based e-publishing and digitization services to the print 
industry. These services help firms deliver content across 
the Web and mobile networks through RSS, podcasts, 
blogs, social-networking sites, directories, and search 
engines. In 2008, the firm received venture capital in-
vestment from Draper Fisher Jurveston and NEA-IndoUS 
Ventures.


OPPORTUNITIES AFFORDED BY THE CLOUD


The cloud has opened a wide range of opportunities 
for users and developers in developing countries. Depend-
ing on their IT capabilities, firms can develop their own 
platforms or use applications on platforms provided by 
global players. Opportunities and prospects for the cloud, 
however, differ across economic sectors.


Access to IT infrastructure and applications


One of the most fascinating and important aspects of 
the cloud is that it lets businesses lease storage and com-
putation resources as needed. The cloud could thus help 
overcome the small-size disadvantage and might provide 
opportunities for improving SMEs’ welfare. Many recent 
examples from developing countries illustrate this point. 


The cloud has let South African call centers lower capital 
investment because they don’t need to own and maintain 
costly equipment. Thousands of call center agents have 
moved out of dedicated facilities and now can log in from 
anywhere using IP lines. Similarly, software developers 
work from home logging into the corporate VPN.12 


The Chinese government-run IBM Cloud Center in Wuxi 
City’s Science and Education Industrial Park in Jiangsu 
province also illustrates how clouds could help overcome 
small-size disadvantages. IBM provides technology includ-
ing system x and system p servers on a secure virtual local 
area network. (It’s worth noting that, on average, software 
firms in China have 25 employees; in India, the average 
is 174.) 


Park tenants (mostly start-up software and chip-making 
companies) have access to an entire IT infrastructure. They 
don’t need to buy servers, applications, or tools and pay 
only for the services they use. Using virtualized resources 
lowers upfront investment and product development costs. 
The industrial park plans to support “several hundred 
thousand developers across hundreds of companies.”9 In 
July 2009, IBM and Wuxi Park launched the PangooSky 
SaaS platform, which targets SMEs. Within a few weeks, 
21 enterprises had signed agreements for the platform. 


In another example, Vietnam Technology and Telecom-
munication offers server or storage capacity and system 
capability for its clients, which are mainly SMEs. VNTT’s 
clients can expand these services as their needs grow. The 
company also plans to launch applications designed for 
construction and real-estate companies.


tions.9 Vietnam has been collaborating with IBM since 
2007 on a pilot cloud program. 


International agencies have facilitated cloud uses 
in some of the least developed countries. For instance, 
UNESCO and Hewlett-Packard have teamed up in the 
brain gain initiative, which harnesses the powers of the 
cloud and grid computing to slow brain drain in Africa and 
Arabic countries. The initiative gives researchers access to 
global scientific networks and computing power, letting 
them collaborate with experts around the world.10 Burkina 
Faso’s University of Ouagadougou launched two projects 
under the brain-drain initiative: modeling the movement 
of pollutants in the Sourou River drainage basin and im-
plementing a high-performance computing grid. UNESCO 
and HP launched the initiative in five universities between 
2006 and 2009. They plan to find partners and include 100 
more universities by 2011.


Local firms’ cloud-related entrepreneurial activities. 
Local firms have also contributed to the cloud’s growth 
in developing countries. 


In 2009, the Brazilian firm Stefanini IT Solutions in-
vested US$218,700 to boost cloud offerings. Similarly, 
China’s Alibaba Group announced it would spend US$146 
million in developing software, marketing, and estab-
lishing cloud centers that provide SaaS, especially to 
SMEs. The company expects to have 100 million online 
software users by 2011. Alisoft, Alibaba’s software sub-
sidiary, has captured more than 40 percent of China’s 
SaaS market.11 In September 2009, Alibaba also estab-
lished a subsidiary focusing on the cloud. Also in that 
year, China Mobile announced a plan to launch BigCloud, 
a platform to enhance advanced mobile Internet and 3G 
experiences.


Some argue that India was an early entry in the cloud 
market because the country’s huge data-processing cen-
ters served the world’s big companies for on-demand 
computing. Wipro Technologies has built a private cloud 
for internal use. The company is also considering other 
services—for example, public clouds, hybrid clouds, and 
helping software vendors design and implement SaaS. 
Likewise, Tata Consultancy Services (TCS) is exploring the 
cloud’s possibilities through pilot projects. Another Indian 
IT giant, Infosys, has partnered with major clients in cloud 
research. Other players, such as HCL Technologies and 
Bharti Airtel, are also embracing cloud computing.


Using virtualized resources lowers 
upfront investment and product 
development costs. 
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companies dominate most of these services. The cloud will 
likely allow SMEs to participate in healthcare offshoring. 
Cloud applications such as those offered by Zoho reduce 
the up-front investments. 


A final example of such an approach is the develop-
ment of private cloud products based on Azure. About 
4,000 applications have been built on Azure in India.8 One 
small Indian firm, Wings Infotech, reportedly moved its 
enterprise resource planning and accounting services to 
Azure.8


Opportunity to improve IT security
Countries differ in the deployment of security products. 


According to Europemedia, North America accounted for 
58 percent of the 2002 global IT security market. Most 
organizations in the developing world lack IT security mea-
sures. According to one estimate, about 3 million SMEs 
in Brazil lacked antivirus software in 2006.15 Likewise, in 
2009, 60 percent of Kenyan banks were reported to have 
insecure systems.16 Cloud computing could enhance secu-
rity for these companies.


IT’s hollow diffusion concept can be helpful in 
understanding a weak defense. Many companies in 
developing countries lack technological and human 
resources to focus on security. Hollow diffusion can 
be human-related (lack of skill and experience) or 
technology-related (failure to use security products).17 
Some ISPs in industrialized countries reportedly block 
content that originated from problematic networks in 
developing countries. In the cloud, economies of scale 
let third parties provide low-cost security for SMEs17 
that can address some of the security-related human 
concerns (for example, problems of installing and main-
taining software) and technological issues. 


CLOUD CHALLENGES AND RISKS 


 Some experts have raised concerns about data pri-
vacy and security associated with unauthorized access 
and use of information stored in the cloud for malicious 
purposes.18 According to an October 2008 IDC report 
(http://blogs.idc.com/ie/?p=210), many organizations 
consider security concerns to be the most serious bar-
rier to cloud adoption. Businesses and consumers have 
expressed distrust in the cloud and are cautious of 
using it to store high-value data or important personal 
information. 


Productivity gains
Although no hard scientific evidence exists, anec-


dotes indicate that the cloud contributes to business 
productivity. For example, the South African call center 
industry has boosted productivity by as much as 20 
percent.12 


Similarly, India’s Netmagic reports that its cloud services 
helped its clients cut costs by 25 to 30 percent, and Micro-
soft claims that its cloud services in India will help reduce 
costs by 10 to 50 percent.13  


Cloud-related entrepreneurial activities


Cloud computing has opened opportunities for many 
organizations in the developing world to create and par-
ticipate in the cloud ecosystem. AdventNet’s Zoho division 
based in Chennai, India, is among notable success stories.1 
As noted earlier, Zoho operates a popular suite of Web-
based applications used by hospitals and banks to offer 
specialized services. The suite had more than 2 million 
users in September 2009, 20 percent of whom were from 
India and China.14


India’s Computational Research Laboratories is an-
other high-profile cloud provider. In 2008, Yahoo signed 
a research pact with CRL in which Yahoo will use CRL’s 
EKA supercomputer—the world’s fourth fastest as of 
March 2009—to support cloud computing research. 


Firms based in the developing world have also fostered 
international entrepreneurial capabilities. South Africa’s 
Integr8 operates in Kenya, Nigeria, and Ghana and aims 
to expand to other African countries, where it plans to 
offer clouds and other hosted services. Other companies 
are acquiring foreign firms. For example, in April 2010, 
China’s hiSoft Technology acquired the US cloud company 
Echo Lane.


Building applications on  
established cloud platforms 


The cloud might play another equally important role by 
facilitating the development of applications on platforms 
provided by global players such as Microsoft and Sales-
force.1 Some argue that Indian companies especially are in 
a good position to provide software and services that run 
on the dominant cloud platforms. For example, Infosys, 
India’s second-largest software exporter, has created a B2B 
solution for the auto sector on Azure.8 


Developing new products and services


Another important opportunity for developing-world-
based firms concerns the cloud’s use in facilitating 
innovative products and services. 


Consider the healthcare offshoring industry. Industri-
alized-world-based healthcare providers are offshoring 
services such as medical transcription, billing and insur-
ance claims, teleimaging, and telepathology to India. Big 


Businesses and consumers have 
expressed distrust in the cloud and 
are cautious of using it to store high-
value data or important personal 
information.
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as Google’s Gmail, Amazon’s S3, and clouds belonging to 
Salesforce and Microsoft have all suffered outages. 


The ultimate spying machine 


National and international security issues arise from 
the cloud’s potential to be the ultimate spying machine. 


In April 2010, US- and Canada-based researchers pub-
lished a report that tracked a sophisticated cyberespionage 
network, which they referred as the Shadow network.19 The 
targets included the Indian Ministry of Defense, the United 
Nations, and the Office of the Dalai Lama. The report 
noted, “Clouds provide criminals and espionage networks 
with convenient cover, tiered defenses, redundancy, cheap 
hosting, and conveniently distributed command and con-
trol architectures.” 


Anecdotal evidence suggests that due to their increas-
ingly important roles in national security, a high degree of 
protectionism characterizes many high-technology sec-
tors. An atmosphere of suspicion and distrust among states 
can lead to such protectionism.


To capture the feelings accompanying intergovern-
mental distrust, consider the US and China trade and 
investment policy relationship. Chinese leaders are 
concerned about possible cyberattacks from the US. A 
deep-rooted perception among Chinese policymakers is 
that Microsoft and the US government spy on Chinese 
computer users through secret back doors in Microsoft 
products. Computer hardware and software imported to 
China from the US and its allies are subject to inspection. 
Chinese technicians control such imports and resist having 
Western experts install them, or closely monitor them if 
they do.20 


Several years ago, Chinese cryptographers reportedly 
found an “NSA key” in Microsoft products, which they 
interpreted as pertaining to the US National Security 
Agency. The key allegedly gave the US government back-
door access to Microsoft Windows 95, 98, NT4, and 2000. 
Although Microsoft denied this allegation and issued a 
patch to fix the problem, Chinese officials remain uncon-
vinced. Chinese leaders thus might be uncomfortable with 
storing data on clouds provided by foreign multinationals. 


US policymakers are equally concerned about Chinese 
technology firms’ internationalization. Some US lawmak-
ers argue that Lenovo’s acquisition of IBM’s PC division 
could lead to a transfer of advanced technology to the 
Chinese government. When the US State Department 
was about to buy Lenovo computers in 2006, politicians 
and some commentators drew attention to the national 
security implications of placing Chinese computers into 
government offices. They argued that Lenovo’s connec-
tions to the Chinese government could pose a threat.


Domestic security-related concerns also exist. Cloud 
computing will likely make it easier for governments to 
spy on citizens. An April 2010 Google report describes how  


Cybercrime 2.0
Like healthcare 2.0, banking 2.0, and education 2.0, 


criminal practices on the Internet have upgraded to cy-
bercrime 2.0. The cloud is a double-edged sword from 
the security standpoint. Despite the cloud’s potential to 
provide low-cost security, small companies can increase 
security risks by storing sensitive data in the cloud. 


Crimes target sources of value. Large company net-
works offer more targets to hackers. Cloud suppliers, which 
often are bigger than their clients, are attractive targets. 
More importantly, information stored in clouds is a poten-
tial goldmine for cybercriminals. 


To understand a cloud’s security risks, consider Google’s 
2009 report that it had discovered an attack on its infra-
structures that originated in China.19 The company further 
noted that the attack was part of a larger operation that 
infiltrated the infrastructures of at least 20 other large 
companies. 


One fear has been that attackers could steal intellectual 
property and other sensitive information stored in the 
cloud. Worse still, cloud providers might not notify their 
clients about security breaches. Evidence indicates that 
many businesses tend to underreport cybercrimes due to 
embarrassment, concerns about their credibility, and fear 
of dropping stock prices. A report from the Idaho National 
Engineering and Environmental Laboratory (www.us-cert.
gov/control_systems/pdf/oil_gas1104.pdf) noted, “Many 
of the cyberattacks go unnoticed or may go unnoticed for 
long periods of time”. Thus, an organization might never 
know that its intellectual property or other sensitive data 
in the cloud had been stolen. 


Cloud providers and users face additional challenges 
in developing economies because of unfavorable institu-
tional environments. In many developing countries, factors 
such as corruption, lack of transparency, and a weak legal 
system can exacerbate security risks. 


Various aspects of the institutional environment can 
weaken the cloud’s value proposition and discourage inves-
tors. In 2008, Google’s CEO said that his company would 
work with Chinese universities, starting with Tsinghua Uni-
versity, on cloud-related academic programs. The country’s 
unfavorable environment from the security standpoint, 
however, led to Google’s withdrawal from China. 


A final point concerns outage problems, which would 
worsen cloud computing’s economics. Popular clouds such 


National and international security 
issues arise from the cloud’s potential 
to be the ultimate spying machine. 
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shareholders’ profits for Chinese cloud providers. Partly 
due to real and perceived government control, China-based 
cloud providers might be perceived as less trustworthy and 
thus must combat the effects of negative country-of-origin 
images and stereotypes. 


Criminal-controlled clouds


The cloud is potentially most vulnerable when viewed 
against the backdrop of criminal-owned clouds operat-
ing in parallel. The cloud can provide many of the same 
benefits to criminals as to legitimate businesses. Criminal-
owned clouds might be used to effectively steal data stored 
in clouds.


The well-known Conficker virus, which reportedly 
controls 7 million computer systems at 230 regional and 
country top-level domains and has a bandwidth capacity 
of 28 terabits per second, is arguably the world’s biggest 
cloud and probably the most visible example of a criminal-
owned cloud. As with legitimate cloud vendors, Conficker 
is available for rent. Cybercriminals can choose a location 
they want to rent on the Conficker cloud, pay according to 
the bandwidth they want, and choose an operating system. 
Customers have a range of options for the type of services 
to put in the Conficker cloud—launching a denial-of- 
service attack, spreading malware, sending spam, exfiltrat-
ing data, and so on.23 


Insider risks 


The cloud could also increase the exposure of orga-
nizational vulnerabilities to insider risks. Consider the 
offshoring industry, for example. 


Security breaches and privacy violations associated 
with data leakage and abuse have been a major concern 
in the offshoring industry. Various anecdotes of data theft 
and misuse in Indian and Pakistani offshoring industries 
suggest that these fears are well founded. Consequently, 
offshoring firms have implemented preventive measures 
such as biometric authentication controls for workers; ex-
tensive monitoring and analysis of employee logs; and 
bans on cell phones, pens, paper, and Internet/e-mail 
access. Offshoring firms’ computer terminals also lack 
hard drives, CD-ROM drives, or other ways to store, copy, 
or forward data. 


In light of these problems, privacy and security con-
cerns will be heightened if offshoring employees work 


government authorities around the world ask the com-
pany to provide private information and to censor its 
applications. 


Governments worldwide differ in how and how much 
they censor websites and use the Web for surveillance. 
Although more than 36 governments control the online 
environment, few have done so more skillfully than China. 
China’s state strategies toward ICTs have sought to balance 
economic modernization and political control. China has 
pursued systematic, massive Internet surveillance. Tens 
of thousands of government agents reportedly engage in 
cybercontrol activities. According to the Berkeley China 
Internet Project, the Chinese government’s censorship soft-
ware hides websites containing phrases such as freedom, 
democracy, China-liberal, and falun, which means the 
“wheel of law” in Chinese Buddhism.21 There were also 
reports that the Chinese government sent viruses to attack 
banned sites.22


If the recent major cyberespionage activities teach a 
lesson, it’s that countries with strong cyberspying and 
cyberwarfare capabilities such as China will be in a good 
position to exploit the cloud’s weaknesses for such activi-
ties. In the Shadow case, for instance, the cyberespionage 
network combined social-networking and cloud comput-
ing platforms, including those of Google, Baidu, Yahoo, 
Twitter, Blogspot, and blog.com, with traditional com-
mand and control servers.19 


Negative country-of-origin effect


Cloud providers from developing countries such as 
China and India might face barriers to internationalization 
activities, particularly because security is among the most 
important concerns for cloud adoption. One concern is 
that the institutional environment in these countries can’t 
guarantee the security and privacy of client data.


The prospect of civil and criminal prosecution is weak 
when security breaches and privacy violations occur in a 
country with a weak rule of law. Observers have noted that 
Indian cybercrime law and privacy enforcement are weak. 
European or US data protection laws, on the other hand, 
can’t be enforced in India. 


The Chinese government’s reputation suggests that data 
stored in a cloud hosted in China might not be safe. These 
concerns further increase when taking into consideration 
the possibility of government control of China-based cloud 
providers. The state accounts for at least 70 percent of the 
economy and owns 76 percent of the country’s wealth. 
For instance, mobile operators are 70 percent state-owned 
and are closely affiliated with the government. In 2001, 
in 70 percent of large- and medium-size corporate en-
terprises, boards of directors included Communist Party 
members. Consequently, Chinese companies tend to be 
more government-centric and less consumer-centric than 
Western companies. State priorities might thus supersede 


Governments worldwide differ in how 
and how much they censor websites 
and use the Web for surveillance.
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outside dedicated call centers, as many call center employ-
ees in South Africa do.


Risks to industrialized countries 


It’s tempting for global cloud players to use cheaper 
hosting services in developing countries. Cybercriminals, 
however, find it more attractive to target rich econo-
mies. For instance, the US is the number one target of 
cyberattacks. Because many developing countries are top 
cybercrime sources, security risks associated with the 
diffusion of clouds in these countries could spread to in-
dustrialized countries.


One area that has received particular attention is the 
escalation of economic and industrial espionage activities 
such as intellectual property theft. US government agen-
cies such as the Department of Defense have reportedly 
been the targets and victims of such activities.24 Likewise, 
between September 2004 and April 2005, more than a 
dozen versions of the Myfip worm were reportedly used 
to steal information such as CAD/CAM files containing 
mechanical designs, electronic circuit board schematics, 
and layouts from US businesses.25 It’s thus reasonable to 
expect that the cloud will allow an upgrade of these activi-
ties to industrial espionage 2.0.


T
here is much to be learned about the facilitators 
and inhibitors in the diffusion of cloud comput-
ing. An intriguing avenue for future research is 
to examine the effect of cloud computing and 
social media on concerns about security and  


privacy. Legitimate as well as illegitimate organizations 
and entities are exploiting the cloud to gain access to 
information about social media users through illegal, 
extralegal, and quasilegal means. 


Future research might also examine how political, 
ethical, social, and cultural factors are associated with 
security issues in cloud computing. For instance, privacy 
and security issues of data stored on the cloud currently 
fall into a legally gray area. It is, however, reasonable to 
expect a gradual evolution of legal institutions as well as 
ethical and professional standards related to data stored 
on the cloud. 


Countries could avoid some barriers to realizing the 
cloud’s full potential through better planning and efforts 
to address human resources. Workers’ existing skills might 
be insufficient for developing the cloud industry. Govern-
ments must take measures to develop cloud-related skills, 
and universities must provide hands-on experience. 


The development of industries necessary for backward 
and forward linkages is equally important. The evolution 
of the cloud computing led telecommuting in South Africa, 
for instance, can be attributed to the country’s high-speed, 
low-cost bandwidth. 
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Payment  
Applications Make 
E-Commerce Mobile
Neal Leavitt


U
sing mobile devices to pay 
for goods, services, bills, 
or money transfers offers 
numerous advantages, 
including convenience 


and ease of use for consumers, 
increased impulse and other sales 
for merchants, and more income for 
wireless-service providers, noted Ed 
Moyle, principal analyst for market 
research company Security Curve. 


However, filling out the forms and 
typing in the credit-card numbers 
that have been necessary to make 
payments on smartphones, most of 
which have small physical or vir-
tual keyboards, can be tedious and 
challenging.


This is one reason that adoption 
of mobile payments, particularly in 
developed countries, has not widened 
significantly, although the approach 
has been used for years in some areas 
of Asia and Europe, said Moyle.


Other limiting factors include 
security challenges and a lack of par-
ticipation by merchants.


However, vendors are now releas-
ing applications that work directly 
from mobile phones without addi-
tional equipment and that enable 
payments via several keystrokes.


According to some industry 
observers, the market is poised for 
rapid growth. Market research firm 
Gartner Inc. predicts the number of 
mobile-payment users worldwide 
will exceed 109 million by the end of 
2010, up 54.5 percent from 2009. A 
recent report by Generator Research, 
a market-analysis firm, indicated the 
worldwide market for mobile pay-
ments will grow from $68.7 billion in 
2009 to $633.4 billion by 2014.  


MarketResearch.com estimates 
the value of mobile-payment trans-
actions in the US alone could top $57 
billion by 2015, up from $12 billion 
in 2009. 


According to Gartner research 
director Sandy Shen, developing 
countries have adopted mobile-pay-
ment approaches more widely than 
developed nations. For example, said 
Forrester Research analyst Emmett 
Higdon, only about 6 percent of 
online adults—primarily young, high-
income consumers—in the US have 
used any type of mobile payment.


“Mobile payments are a long way 
from mainstream adoption because 
current offerings lack a clear promise 
of superior benefits to consumers or 
a business model that addresses the 


needs of all the players in the pay-
ments ecosystem,” Higdon said.


However, usage is growing, and 
several vendors—including BOKU, 
Obopay, PayPal, and Zong—are estab-
lishing themselves in the marketplace.


But they must still overcome 
numerous challenges before mobile-
payment technology can become a 
popular approach.


WHY MOBILE PAYMENTS?
Mobile-payment services began in 


1997, when Nokia enabled users to 
pay for soft drinks in Finnish vending 
machines via short-message-service 
transmissions from cellular phones. 
That year, Finland-based Merita Bank 
launched the first mobile-phone-based 
banking service, also using SMS. 


However, early mobile-payment 
systems experienced only modest 
success because using wireless 
devices’ keyboards and screens for 
complex transaction procedures was 
too much trouble and earlier devices 
weren’t able to run sophisticated 
mobile-transaction applications. 


Benefits
Mobile payments can be linked 


to users’ credit or debit cards, phone 


Because vendors see a profitable opportunity in applications that 
let users pay for goods and services via mobile devices, they are 
releasing easier-to-use mobile-payment applications.
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The mobile-payments market may be poised for 
rapid growth.


earthquake struck Haiti in Janu-
ary. Contributors included their cell  
phone number or user alias and the 
amount they wanted to give in a text 
message, and the carrier added the 
payment to their phone bill.


A number of mobile-payment 
vendors are making an impact in the 
marketplace.


BOKU
The company launched in 2009 


and grew by acquiring mobile-pay-
ment vendors Mobillcash and Paymo. 


BOKU works with local cell phone 
carriers worldwide. Merchants and 
publishers in 65 countries use its 
principal service, called Paymo. 


The company focuses on pur-
chases and transactions, primarily 
for social gaming and virtual goods, 
not money transfers.


When users are ready to purchase 
a product from a vendor, BOKU sends 
a text message asking them to autho-
rize the transaction with a texted 
response. The system makes pay-
ments by having purchase amounts 
added to users’ wireless phone bill. 


Obopay
“The services we offer can be 


used for transferring money between 
people, paying for goods and ser-
vices, making donations, topping 
off phone minutes, or paying bills,” 
noted David Schwartz, Obopay’s vice 
president for product and corporate 
marketing.


“We offer this service and technol-
ogy to partners, which could include 
financial-services companies, mobile 
carriers, merchant, or nonprofits,” he 
said.


Obopay lets users issue payments 
via a command or keyword sent 
to the company by SMS. Users can 
spend money from a credit or debit 
card, a bank account, or a prepaid 
deposit. After entering information 
about the desired payment, users go 
to their personal checkout page and 
enter the source from which they 
want to make the payment.


bills, or prepaid deposits.
They offer convenience for buyers 


by letting them make purchases from 
wireless devices, which lets them 
pay for goods or services wherever 
they are. Enabling easier purchases, 
including those made on the spur of 
the moment, yields more income for 
merchants. 


Meanwhile, mobile-service pro-
viders get revenue from transactions 
carried on their networks.


Enabling technologies
The proliferation of smartphones 


with broadband connectivity, users’ 
growing adoption of mobile data 
services, and the significant dis-
satisfaction that merchants today 


have with credit-card payments 
and associated fees are increasing 
mobile-payment adoption, noted Nick 
Holland, an analyst with the Yankee 
Group, a market research firm.


Today’s highly functional smart-
phones—such as Apple’s iPhone, 
RIM’s BlackBerry, and Google’s 
Android—let users efficiently run 
mobile-payment applications. 


“Phones can now download and 
run payment apps directly, without 
carrier intervention,” said Security 
Curve’s Moyle.


For example, noted Zong vice 
president of product and market-
ing Hill Ferguson, “Android permits 
third-party payment services for 
developers to use in their apps. We 
recently launched an Android SDK for 
apps that let users make purchases 
without entering credit-card informa-
tion, usernames, or passwords.”


This type of approach, which 
multiple vendors have implemented, 
addresses users’ concern about 
having to repeatedly enter identifi-
cation, account, and payment details 


on devices with difficult-to-use 
keyboards.


Instead, users have purchases 
either added to their phone bills, 
deducted from a prepaid account, 
or sent for payment by a credit-card 
account to which they have auto-
matically linked their phone-based 
purchases.


Other factors driving demand
The increased popularity of vir-


tual goods and social networking is 
driving demand for mobile-payment 
technology, noted BOKU cofounder 
and senior vice president for product 
and marketing Ron Hirson.


For example, many users play 
online games from multiple locations, 


making the ability to utilize mobile 
phones to buy virtual currency and 
other items used in the social games 
attractive, he explained. 


The increasing use of prepaid 
mobile-phone accounts lets some 
customers who don’t have credit 
make purchases via mobile-payment 
technology, said Hirson. 


MOBILE-PAYMENT 
APPLICATIONS


Users are currently employing 
their smartphones primarily to make 
small purchases, mainly for digital 
content such as music and videos, 
although almost any type of purchase 
is feasible. 


Vendors recognize this. For exam-
ple, mobile-platform vendor Bling 
Nation focuses on businesses that 
have a high number of small trans-
actions, such as restaurants and 
convenience stores. 


Phone-based purchases are also 
being used for charitable donations. 
For instance, users rushed to make 
text-based donations after a massive 
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OBSTACLES
Mobile-payment services must 


work on many types of phones and 
via the networks and billing services 
of many cellular-service providers, 
which adds complexity to the trans-
action process, said Tom Starnes, 
principal of market research firm 
Objective Analysis.


Many services address this issue 
by making their transactions browser 
based, noted William Stofega, pro-
gram director for mobile device and 
technology trends at market research 
firm IDC.


Mobile-payment application ven-
dors must convince merchants to 
work with their technologies. Until 
they can do so, potential customers 
might not use the services because 
they wouldn’t have many merchants 
to work with.


And there isn’t high interest among 
all age groups in making mobile pay-
ments, as Figure 1 shows.


Security
Some technologies used for mobile 


payments have inherently weak 
security. For example, SMS is vulner-
able to snooping, spoofing, message 
interception, and social-engineering-
based bypasses of security measures. 


digital-goods merchants and is the 
mobile-payment provider for Face-
book Credits, virtual currency that 
can be used with games and other 
applications. 


When ready to make a payment 
on a merchant’s website, users type 
in their mobile-phone number, then 
receive a text message contain-
ing a one-time PIN. They type that 
code into the website to verify their 
account, and Zong clears the charge 
through their carrier bill.


New approaches
Some vendors are taking new 


mobile-payment approaches. For 
example, companies such as Bling 
Nation are using near-field commu-
nications to enable mobile purchases. 
NFC uses an RFID chip in a mobile 
phone that contains a buyer’s credit-
or debit-card information. When 
tapped against a payment termi-
nal, the phone’s chip exchanges 
information with the terminal’s RFID-
equipped receiver. 


Intuit and mophie have designed 
the Complete Credit Card Solution 
accessory, which includes a credit-
card reader that attaches to an 
iPhone, as well as a mobile-payment 
application.


Schwartz said the company’s 
technology uses multifactor authen-
tication—such as the use of an 
authorized phone and a PIN—to 
secure the payment process. 


PayPal
The company, which eBay now 


owns, started with a technology that 
let users beam money between Palm 
Pilots. 


PayPal director of global com-
munications Anuj Nayar said the 
company expects to process $700 
million in mobile transactions by the 
end of this year, up from $141 million 
in 2009.


The company offers several 
services.


PayPal for Mobile uses a hand-
set-based mobile application and a 
server-based device-matching algo-
rithm by Bump Technologies that let 
two smartphones identify each other, 
connect, and transfer funds by simply 
touching.


Mobile Check Capture is an iPhone 
application that lets users add funds 
to their PayPal account from a check 
by taking a photo of it. The technol-
ogy is based on 2004 legislation that 
lets US financial institutions clear 
checks by transmitting an image 
electronically. 


Mobile Payments Library lets 
application developers add checkout 
functionality to their software to let 
smartphone users pay for goods and 
services. 


PayPal stores users’ credit- and 
debit-card information in its serv-
ers, saving developers from having 
to worry about this. 


Zong
Established in 2000, the company 


has built a network via which it can 
directly bill charges to users’ wire-
less-carrier accounts.


Zong works with about 3.5 mil-
lion consumers worldwide and with 
220 carriers in approximately 50 
countries. 


The company works with leading 
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Figure 1. A recent survey indicates that respondents more than 30 years old are 
significantly less interested than those who are younger in using mobile devices to buy 
goods and services, pay bills, transfer money, and make charitable contributions.
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ment and buzz in the industry,” said 
Todd Ablowitz, president of Double 
Diamond Group, a global electronic-
payments consultancy. “Starbucks 
recently expanded its mobile pay-
ments trial to 300 more stores. This 
could drive greater innovation and 
prompt some traditional payments-
industry players to step off the 
sidelines.”


In South Korea, 10 percent of 
e-commerce transactions are already 
handled via mobile payments.


However, predicted Security 
Curve’s Moyle, there won’t be enough 
consumer or merchant support for 
widespread adoption in the US for 
another three to five years.


According to the Consumer 
Union’s Martindale, mobile-payment 
systems still come with risks that 
could undercut their convenience and 
hamper industry growth. Therefore, 
he explained, any company offering 
such applications should provide full 
consumer protections that mirror 
those in US debit- and credit-card 
laws, as well as provide assurances 
that users won’t be held liable for pur-
chases fraudulently made by others.


Bling Nation co-CEO Wences Casa-
res said it took years for consumers to 
adopt credit and debit cards, and now 
we can’t imagine not using them for 
purchases. He added, “Mobile pay-
ments might just be adopted more 
quickly and in less time.”


Neal Leavitt is president of Leavitt 
Communications (www.leavcom.
com), a Fallbrook, California-based 
international marketing communica-
tions company with affiliate offices 
in Brazil, China, France, India, and 
the UK. He writes frequently on tech-
nology topics and can be reached at 
neal@leavcom.com. 


their money in the hands of that car-
rier may not be palatable to them”


Also, said Enderle, “This is yet one 
more way to run up debt, and that 
could be problematic.”


Other challenges
Another challenge for mobile-pay-


ment providers is convincing major 
wireless carriers to lower the fees—
sometimes 30 to 60 percent—that 
they charge vendors for each trans-
action, noted IDC’s Stofega.


By making the process more prof-
itable for vendors and merchants, 
lower fees would enable more of 
them to participate in the mobile-pay-
ment marketplace and increase the 
revenue for all players, said BOKU’s 
Hirson.


For mobile-payment vendors, cre-
ating the right ecosystem of financial, 
wireless carrier, and merchant part-
ners that can create widely useful, 
convenient, and lucrative services 
is another challenge, according to 
Obopay’s Schwartz. 


S
ome investors have poured 
a significant amount of 
money into mobile-pay-
ment services. For example, 
Nokia invested $35 mil-


lion in Obopay. Some top venture 
capitalists—including Andreessen 
Horowitz, Benchmark Capital, DAG 
Ventures, Index Ventures, and Khosla 
Ventures—have invested a total of 
about $40 million in BOKU.


“Interest and investment by major 
market innovators like Apple and 
Google are already creating excite-


If consumers whose mobile pay-
ments are charged to their phone bill 
lose their handset and someone uses 
it to make purchases, carriers may 
force them to pay for the unauthor-
ized charges. 


“Laws and regulations govern-
ing phone-bill charges may not 
cover noncommunications-related 
charges,” explained Suzanne Mar-
tindale, associate policy analyst with 
Consumers Union, a consumer-advo-
cacy organization. “You’re protected 
if you find a bogus long-distance 
calling charge but may not be if you 
find a bogus charge for a ring-tone 
download.”


The greatest challenge will be edu-
cating users that their mobile device 
is more than just a phone and can 
be attacked by fraudsters while not 
scaring them into never perform-
ing mobile transactions, the Yankee 
Group’s Holland said.


Trust and familiarity
Mobile-payment technology is 


relatively new and thus unfamiliar 
to many users accustomed to buying 
goods and services with cash, checks, 
or credit cards, Holland noted.


“Credit-card payment systems are 
widely deployed,” said Rob Enderle, 
principal analyst with the Enderle 
Group, a market research firm. “The 
same has not been done for phones, 
and neither the phones nor the sys-
tems that use them are consistent or 
widely deployed. And people really 
don’t trust their [wireless] carrier that 
much because of past unplanned 
charges and fees. Putting more of 


Editor: Lee Garber, Computer; 
l.garber@computer.org
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thereby creating asynchronous multimedia conversations. 
Social multimedia also provides an additional context for 
understanding multimedia content. For example, aggregat-
ing behavioral data (such as click and pause) over all users 
watching the same video might reveal the video’s most 
interesting scenes or objects. Clearly, social multimedia 
has great potential to change how we communicate and 
collaborate.1


 Computing technology has similarly evolved rapidly 
over the past decade. Motivated by the growth of social 
media applications, social computing has emerged as a 
novel computing paradigm that involves studying and 
managing social behavior and organizational dynamics to 
produce intelligent applications.2 However, the wide prev-
alence of social multimedia poses a significant challenge 
for social computing because many new issues involving 
social activity and interaction around multimedia must be 
addressed in a media-specific manner.


Nevertheless, multimedia research still remains open, 
given the challenging nature of this area’s research focus. 
Social multimedia can help improve existing multimedia 
applications, so we use the term social multimedia comput-
ing to denote the more focused multidisciplinary research 
and application field between social sciences and multi-
media technology.


B
logs and social networks are becoming 
an increasingly important part of media 
consumption for Internet users. With the ubiq-
uitous presence of capture devices such as 
phones, digital cameras, and camcorders, the 


Internet has been transformed into a major channel for 
multimedia content delivery. The next evolution is upon 
us, as the past decade has witnessed a coming together 
of social networking sites—Facebook, MySpace, Blog-
ger, LinkedIn—and content-sharing services—YouTube, 
Flickr, Youku—that have sprung up as platforms to facili-
tate users’ creating and sharing content as well as building 
large groups of friends.


The hybrid of multimedia and social media, which we 
call social multimedia, supports new types of user interac-
tion. For example, YouTube recently introduced a feature 
that lets users respond to other users’ video contributions, 


The explosive growth of social multimedia 
content on the Internet is revolutionizing 
content distribution and social interac-
tion. It has even led to a new research area, 
called social multimedia computing.


Yonghong Tian, Peking University


Jaideep Srivastava, University of Minnesota


Tiejun Huang, Peking University


Noshir Contractor, Northwestern University


SOCIAL  
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CHARACTERIZATION OF SOCIAL MULTIMEDIA
Most likely, Mor Naaman first defined the social 


multimedia in his blog (http://blog.radvision.com/
videooverenterprise/?p=172) as “an online source of multi-
media resources that fosters an environment of significant 
individual participation and that promotes community 
curation, discussion and re-use of content.” We can expand 
the scope of this basic definition by including three types 
of interaction: 


•• Content interaction between multimedia. Any multime-
dia application is composed of more than one medium, 
with different media correlated but not necessarily 
time-based or colocated. For example, a user might 
put together an image and several descriptive keyword 
tags on Flickr to evoke a particular viewer response.


•• Social interaction around multimedia. Here, the em-
phasis is on the relations among people within a 


group, and multimedia is the medium for how they 
connect and transfer information. As such, text-
only blogs and SMS are social media but not social 
multimedia, while videoblogs, tagged images, and 
P2P-based video-sharing networks are three exam-
ples of social multimedia.


•• Social interaction captured in multimedia. Here, 
multimedia tools or data capture social activities 
and interactions, a very important aspect of social 
multimedia due to the proliferation of surveillance 
cameras. Video surveillance offers a moment-by-mo-
ment picture of interactions over extended periods, 
providing information about both the structure and 
content of relationships. 1 


While its scope is still expanding, our definition of 
social multimedia �����������������������������������can be expressed as���������������� “multimedia re-
sources and applications designed to be disseminated 


Social computing


Multimedia computing


b) Multimedia social network based on image analysis


a) Social network based on collaborative tagging


An example


Tags


Submitter
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Figure 1. Two views of social multimedia computing. The first shows social computing over multimedia, which centers on social 
sciences. The second shows social-empowered multimedia computing.
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through social interaction or be 
used to capture social activity and 
interaction.”


SOCIAL MULTIMEDIA 
COMPUTING:  
WHAT IS IT?


Social multimedia poses a sig-
nificant challenge for both social 
computing and multimedia re-
search. Social computing raises 
many issues, such as modeling 
the interaction between multime-
dia and analyzing captured social 
interaction and activity, which is 
often beyond the general field’s 
scope. The fundamental challenge 
in the multimedia domain addresses the semantic gap be-
tween the low-level features that we can extract from data 
and the semantic interpretation that the same data have 
for a user in a given situation—and it still remains open. 


Figure 1 shows two views of social multimedia comput-
ing. The first is social computing over multimedia, which 
centers on social sciences. It focuses on using technology 
and tools to enable more powerful social interaction, to 
harvest large-scale digital traces and develop methodolo-
gies for large-scale validations of social science theories, 
and to study user behavior and social dynamics in multi-
media social networks.


This not only expands the research scope of social com-
puting but also provides new tools for computational social 
sciences. Consider the example shown in Figure 1. We 
can perform social network analysis based on collabora-
tively tagged data within a social computing framework. 
However, we can also build multimedia social networks 
based on image analysis by, for example, modeling the 
co-occurrence of individuals in group-meeting photos. 
This approach offers the additional advantage that it ef-
fectively reduces name ambiguity so that one person can 
be referenced through multiple name variations in dif-
ferent situations—or share the same name spelling with 
other people—by combining face recognition and natural-
language processing. 


The second view is social-empowered multimedia com-
puting. This approach emphasizes applying knowledge 
from social studies to design and improve multimedia 
applications, including harvesting more accurately la-
beled data and deriving metadata from social activities 
and resources, using social network analysis and socially 
collected data for content understanding, exploiting social 
dynamics to improve multimedia communication and 
content protection, and employing user behavior analysis 
to recommend multimedia resources to users. Consider 
again Figure 1’s example, in which collaborative tagging 


helps infer image semantics (to annotate the image as a 
banquet, party, or meeting, for example). Here, collabora-
tive tagging is a process in which users add and share tags 
for photos, audios, or videos. 


This contextualized paradigm incorporates and ex-
ploits social constraints and contextual information to 
infer the semantics of multimedia content. To make a 
further step forward, a�������������������������������� variety of “local” semantic un-
derstanding engines could be integrated into a network 
such that each node learns from each other and benefits 
from individual user actions and local context informa-
tion.3 However, emerging social multimedia applications 
also host a wide spectrum of computing issues, such as 
wide-area-threat analysis in video surveillance networks, 
collaborative health monitoring with ubiquitous wireless 
sensors, and so on. To address these problems, new com-
puting models and methodologies could be developed by 
closely integrating multimedia technology and computa-
tional social science. 


As a cross-disciplinary research and application field, 
the theoretical underpinnings of social multimedia com-
puting include both computational and social sciences, 
as Figure 2 shows. From computational social science’s 
perspective, it must involve sociology and anthropology 
from psychological and organizational theories yet inte-
grate communication and human-computer interaction 
theories. From the multimedia perspective, research relies 
on the theoretical and technological findings from visual/
auditory physiology, cognitive psychology, signal process-
ing, computer vision, communication, and information 
retrieval, to name a few.


MAJOR APPLICATION AREAS
In a broad sense, we can use social multimedia comput-


ing in any application area that uses social multimedia as 
input, such as online content-sharing sites. It also offers 
different avenues for the multimedia domain by improving 


Sociology Anthropology


Theoretical underpinnings


Social multimedia
computing 


Technological infrastructure


Computational
social science 


Multimedia
technology 


Communication
and HCI theories 


Social network
analysis 


Signal
processing


Computer
vision 


Information
retrieval 


Organization
theory


Social
psychology 


Computing
theory


Visual/auditory
physiology  


Cognitive
psychology  


Figure 2. A cross-disciplinary research and application field. The theoretical under-
pinnings of social multimedia computing include both computational and social 
sciences.
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existing multimedia applications and spawning attractive 
alternatives.


Online content-sharing  
services and communities


In the history of social multimedia, YouTube is un-
doubtedly one of the major milestones, mainly because 
it created a platform that provides an attractive user ex-
perience around sharing video online. YouTube’s success 
triggered other online content-sharing sites such as Flickr, 
Digg, and Youku, all of which offer users the option to 
upload, share, and tag images, audios, and videos, and 
create social networks by designating contacts or friends. 
A similar service, videoblogging, or vlogging, combines 
embedded videos or video links with supporting text and 
images.4 A typical example is Barack Obama’s vlog in the 
2008 US presidential election, www.youtube.com/user/


BarackObamadotcom. Compared to online video-sharing 
services, vlogs demonstrate stronger social characteristics, 
such as social networks. They also provide better social-
interaction data to facilitate analyzing temporal interaction 
dynamics because entities are often archived in reverse 
chronological order. Online content sharing and vlogging 
have experienced tremendous growth in the past several 
years and created a huge marketing opportunity. Accord-
ing to eMarketer, online content-sharing sites will attract 
101 million users in the US and earn $4.3 billion in ad 
revenue by 2011.


Social multimedia computing, together with online 
communities, could help create more capable computa-
tional infrastructures to support interaction, group activity, 
and collaborative work. Google’s Picasa offers one exam-
ple. Although originally designed as a software application 
for editing and organizing digital photos, people now use 
Picasa to collect, share, and tag photos. Another example 
is in YouTube’s video response mechanism, which lets 
users provide reviews for products or places and exchange 
opinions about certain topics through a much richer media 
than simple text. This video-based interaction opens new 
doors for originality and spontaneity in user interactions.5


Multimedia communication
Ideas and technologies from social multimedia 


computing have recently found their applications in com-
munication channels such as peer-to-peer networks. A 


P2P network consists of nodes, or peers, that act as both 
resource suppliers and consumers of resources; they can 
share a portion of these resources—such as disk storage 
and network bandwidth—with other peers. However, the 
lack of authority or structure poses several challenges for 
unstructured P2P systems,6 including free-riding, the exist-
ence of firewalls/NATs, security breaches, and malicious 
behavior, including cheating, whitewashing, and collusion.


To alleviate these problems, we can model P2P net-
works as multimedia social networks and then analyze 
user behavior and the impact of human dynamics on 
multimedia communication. Modeling P2P networks 
as social structures can allow incentive, reputation, or 
payment mechanisms to reward good peers and punish 
misbehaviors so that peers are more inclined to cooper-
ate. Such modeling and analysis provides fundamental 
guidelines to better design multimedia networking sys-
tems. A recent survey of Skype, for example, showed that 
the performance problems resulting from free-riding 
and NATs could be reduced by applying social networks 
in P2P systems.6


Social multimedia search
Multimedia search provides an important application 


area for social multimedia computing. The proliferation of 
user-generated content (UGC) and the associated metadata 
on social multimedia sites introduces new challenges in 
search,7 including vulnerability to spam and noise, and 
short lifespan. Further, much of the content offers little 
value to the general public, and access control restricts 
most UGC messages to only a few recipients. Thus by using 
social network analysis and socially collected data, social 
multimedia computing could enable improved content 
analysis.


As a surrogate to content-based searches currently in 
their infancy, collaborative recommendation is an impor-
tant tool for finding multimedia content. For example, 
developers estimate that 53 percent of online video search-
ers discovered online video content through friends.4 So 
user-behavior models and multimedia social networks 
could be used to create a recommender system that helps 
people find images or videos and potential collaborators.


Interactive services and entertainment
Interactive service������������������������������������ is��������������������������������� ��������������������������������one����������������������������� of the ���������������������most ����������������promising appli-


cation areas of social multimedia computing—one such 
example is online video advertising. ����������������Although Web ad-
vertising is interactive by nature, hyperlinked videos and 
vlogs offer a unique and more complex level of engage-
ment with their precise targeting capability.4 This new 
advertising model is less intrusive, displaying advertising 
information only when the user chooses it by clicking on 
an object in a video. By learning user preferences through 
multimedia social network analysis, the hotspots that cor-


As a surrogate to content-based searches 
currently in their infancy, collaborative 
recommendation is an important tool for 
finding multimedia content.
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respond to brands could be further 
highlighted to extract more inter-
ests from users. 


An increasing trend is to har-
ness the wisdom of crowds. This 
is particularly true in interactive 
entertainment such as gaming, 
storytelling, and edutainment. Re-
cently, researchers have explored 
collective intelligence in the form 
of online games, called games 
with a purpose.8 By playing these 
games, people contribute to their 
understanding of entities on the 
Web and even collectively solve 
large-scale computational prob-
lems such as categorizing online 
pictures, monitoring distributed 
security cameras, and improving 
online video search. 


Healthcare
According to recent public health findings, physical 


health factors such as obesity, emotional health factors 
such as happiness or depression, and harmful habits such 
as smoking can significantly affect an individual’s social 
network. Using online social networks for healthcare pro-
vides an opportunity to analyze behavioral data and study 
social structures formed as a result of ties to health behav-
iors. Both the American Cancer Society (cancer.org) and 
the Centers for Disease Control and Prevention (CDC.gov), 
for example, have experimented with virtual communities 
such as Second Life to test whether social multimedia can 
help spread the word about such issues as nutrition aware-
ness, cancer screening, and infectious-disease prevention.


Collaboratively monitoring health status across media 
with ubiquitous wireless sensors and cameras could also 
help medical staff craft an effective healthcare applica-
tion. For example, an ECG sensor carried by an elderly 
person with physical disabilities might capture any unu-
sual heartbeat rates and send this information through a 
social network of family members, physicians, friends, and 
emergency services;9 the information’s context—at home 
or outdoors, for example—could help physicians make 
time-critical decisions. However, the usage of such sensor 
data will also give rise to privacy issues. In practice, it could 
be less privacy invasive if these sensor data are strictly 
restricted for use in healthcare applications.


Security applications
We can characterize many security applications as 


social multimedia computing applications. They’ve 
emerged especially rapidly in recent years with the pro-
liferation of video surveillance systems in a wide variety 


of domains, such as homes, banks, airports, and conven-
ience stores. Various government entities have used social 
network analysis to analyze terrorist networks, communi-
cations, criminal organizations, and resources. However, 
to date, few works have focused on social network analysis 
in surveillance video.


In spite of the possible invasion of privacy, mastering 
the role such networks play in monitoring surveillance 
video data is of great interest to law enforcement and 
homeland security. For example, DARPA is soliciting in-
novative research proposals to develop the Persistent Stare 
Exploitation and Analysis System for automatically and 
interactively discovering actionable intelligence through 
wide-area-threat analysis of complex motion imagery sur-
veillance of urban, suburban, and rural environments.


RESEARCH ISSUES
As mentioned earlier, social multimedia computing in-


volves cross-disciplinary research between multimedia 
technology and computational social science. Indeed, it 
might benefit from the past and ongoing research out-
comes in both related areas. However, many challenges to 
social multimedia computing are uniquely separate from 
those in other systems.


Figure 3 summarizes the various facets of social mul-
timedia computing in a specific field of research in which 
multimedia social networks play a core role. Take the mul-
timedia social network shown in Figure 1, for example. 
We can construct it from the content of publicly available 
photo albums on the Web. If we find at least one photo 
in which two people appear together, we might assume 
they are friends. But because most pictures in Web photo 
albums are taken in the wild, it’s difficult and challenging 


Multimedia social networks
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Figure 3. Various facets of social multimedia computing in a research field where 
multimedia social networks play a core role.
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to recover such friend networks using existing face detec-
tion and recognition algorithms.10


Multimedia social networks
A multimedia social network is a social network in 


which a group of users share and exchange multimedia 
content, as well as other resources.11 However, a quick 
analysis can reveal that this brief definition doesn’t cover 
all the applications previously covered. Figure 4 shows our 
understanding of multimedia social networks, which we 
identify as at least three different networks: 


•• Imagery social networks capture the social relation-
ships and activities between users through photos, 
surveillance videos, or wireless sensors. Such net-
works provide an effective way to analyze human 
social networks in the real world, independent of 
humans’ active role in sharing and exchanging data. 
However, this may also lead to privacy problems be-
cause it’s possible to infer the user’s location or other 
private information from these data. 


•• Gaming-driven social networks let users maximize 
their own payoff by exchanging and sharing their 


resources. To achieve effective cooperation, network 
members observe and learn how others play the game 
and adjust their own strategies accordingly. Typical 
examples include P2P social networks6 and colluder 
social networks.11 P2P social networks provide key 
information for designing more efficient multimedia 
networking systems, whereas analyzing user behav-
iors in colluder social networks helps design more 
secure multimedia content management systems.11


•• Interaction-driven social networks characterize rela-
tionships based on users’ interaction, collaboration, 
and other activities in online communities. These 
kinds of networks provide a basis for the development 
of online social multimedia services such as online 
video advertising.


In addition, a social data network can be obtained from 
online activities such as tagging and collaborative recom-
mendation. This isn’t exactly a social network between 
users, but it’s easy to derive on the basis of data. Social 
data networks can help improve multimedia understand-
ing and analyze community dynamics around multimedia 
resources such as modeling the structure and evolution of 
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the community, and analyzing the information diffusion 
mechanism through social multimedia.


Key challenges
Although work in social network analysis, multimedia 


content analysis, and other disciplines can be adapted to 
social multimedia computing systems, numerous prob-
lems in modeling, analyzing, and utilizing multimedia 
social networks have yet to be solved.


Multimedia social dynamics. Social networks often 
involve many users of different types—from rational to 
selfish to malicious—all with different objectives.11 Thus, 
modeling and analyzing user behaviors and social dynam-
ics poses a fundamental challenge to help stimulate user 
cooperation, maximize overall system performance, and 
minimize the damage caused by malicious users.


Several specific multimedia properties make analyzing 
multimedia social dynamics different from traditional 
social network analysis. First, user behaviors are highly dy-
namic, especially when users watch live streaming video 
on the same wireless network or share the same limited 
backbone connection to the Internet.


Second, the modeling and analysis of user behaviors 
are mostly content-relevant. In colluder social networks, 
for example, multimedia fingerprinting or other content 
identification technologies could model user behavior and 
track people who illegally use copyrighted multimedia.11 
Third, the potential rewards are time-sensitive. For exam-
ple, the earlier a colluded copy is released, the more people 
will be willing to pay for it. Thus, all colluders have an 
incentive to mount collusion as soon as possible.


Relationship discovery and prediction. Relationship 
discovery and prediction are the basic computational 
problems underlying social networks. They become more 
challenging in multimedia social networks because they 
must also include the social interactions around and cap-
tured in multimedia.


In imagery social networks, for example, descriptive 
information—such as a person’s visual appearance and the 
actions or activities between people—must be extracted 
to understand participation in an event or a relationship 
in some other network. In this case, the relationship dis-
covery and prediction problem seeks to determine the 
extent to which the relationship and its evolution can be 
modeled via features. This is exaggerated by low-quality 
images taken under poor conditions and further hampered 
by the complex background of surveillance videos or the 
imperfections of existing object detection and recognition 
techniques.


Fusion analysis of content, network, and context. 
Technologically, the analysis of multimedia social net-
works must be closely integrated with multimedia content 
analysis and incorporate contextual information as much 
as possible. This is especially important for interaction-


driven social networks and social data networks. In 
general, three types of social data and knowledge can be 
used in social multimedia computing:


•• data such as user behaviors, preferences, or interests;
•• social context such as social network, structure, and 


relationships; and 
•• socially collected data such as tags.


To make use of these data types, we must discard the 
assumption of independent data instances that under-
lies most statistical-learning-based multimedia analysis 
systems. This naturally motivates a collective inference 
paradigm that makes simultaneous statistical judgments 
about the same variables for a set of related data instances.


Another important challenge relates to quality, espe-
cially for socially collected data such as tags. Given the 
uncontrolled nature of collaborative tagging, the diversity 
of knowledge such as polysemy or synonymy, and the cul-
tural background of various users, two prominent issues 
dominate social tagging systems: inconsistency and ambi-


guity. Although some studies focus on denoising tag sets 
and improving tag consistency in social multimedia data-
sets, the tag quality improvement problem remains open. 
Further, several content-sharing sites such as YouTube and 
Viddler have recently begun offering users the ability to tag 
video clips temporally. Unlike tags that describe the entire 
video clip, temporal tags can indicate the user’s feelings 
toward the current scene.12


Contextualized media understanding
Although researchers have achieved some interesting re-


sults in the semantic understanding of multimedia content, 
using content-based analysis technologies to understand 
specific media, such as discerning a sunset from a sunrise 
in a picture, is still difficult. Tagging might not solve this 
problem, but it does bring a new perspective of contextual 
and social understanding to multimedia content.3 


For contextualized media understanding, we propose 
three levels of meaning. First, the social context of net-
works, relationships, and socially collected data such as 
tags should be exploited in multimedia systems. This work 
has attracted increasing research attention in recent years. 
Experimental results have also verified its effectiveness in 
improving the performance of multimedia retrieval.


To make use of these data types, 
we must discard the assumption 
of independent data instances that 
underlies most statistical-learning-
based multimedia analysis systems.
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Second, the local context of users, such as cultural 
constraints, should be taken into account. Clearly, dif-
ferent users with different cultural backgrounds might 
have a diversified understanding of the same image or 
video. Thus, the specialized solutions that exploit local 
cultural constraints might lead to personalized products 
and services.


Third, a variety of “local” semantic understanding en-
gines could be integrated into a network characterized by 
distributed and collaborative intelligence. Local semantic 
inference mechanisms taking place at various nodes of 
such a network can learn from each other and benefit 
from individual user actions and available local context 
information to improve inference quality across all nodes. 
This network-level MIR approach, originally proposed by 
Alan Hanjalic,3 might dramatically shift the computing 
paradigm of multimedia understanding and retrieval in 
the years to come.


Cooperative multimedia networking
The idea of modeling multimedia social networks to 


enhance multimedia networks has been extensively dis-
cussed in the framework of both P2P and mobile ad hoc 
networking. However, integrating multimedia social net-
works with various coding and transmission technologies 
to address the specific properties of multimedia content 
has yet to receive much attention.


With the advance of multimedia network technologies 
and the increasingly fierce market competition, more high-
definition videos, such as 3D and multiview videos, are 
being placed online and distributed over heterogeneous 
wired, wireless, or mobile networks. Limited bandwidth 
thus becomes an even more critical resource between 
users of multimedia social networks.


In this case, the scalability in multimedia coding 
will play a key role in universally accessing high-
definition multimedia content. In general, a scalable 
coding scheme ��������������������������������������encodes a high-quality video into sev-
eral bitstream layers of different priorities. A receiver, 
depending on its capability, can subscribe to the base 
layer with just the basic playback quality or subscribe 
to additional layers that progressively refine the re-
construction quality.4 Therefore, the scalable coding 
scheme, together with the requirements of large-scale 
real-time streaming, makes modeling and analysis of 
social dynamics in multimedia social networks much 
more complex. 


Copyright protection 
Copyright protection isn’t a new issue in the multime-


dia community, but it’s exacerbated by the wide spread 
of social multimedia on the Internet. Obviously, to com-
pletely solve this issue requires social, legislative, and 
technical efforts.


To address copyright protection, digital rights man-
agement has been widely employed. Encryption and 
watermarking offer two major DRM approaches used in 
the past two decades, either by proactively encrypting 
multimedia content to prevent unauthorized access or 
proactively embedding watermarks or digital fingerprints 
into the host signal for posterior authentication.


From the social science perspective, the analysis of 
piracy and collusion dynamics on multimedia social net-
works helps develop DRM technologies and introduce 
related legislative treaties. Pursuing this idea, researchers 
have investigated the modeling and analysis of human 
dynamics in colluders’ social networks, such as an illegal-
user-tracing multimedia forensics framework to exploit 
fingerprints that trace culprits who use copies illegally.11 
However, this framework might be unhelpful in resolv-
ing the copyright issues if this vast amount of social 
multimedia content bears no encryption, watermarks, 
or fingerprints. Thus, researchers must further explore 
behavior modeling and forensics for multimedia social 
networks and beyond.


Relationship discovery  
from social multimedia


Relationship discovery research involves several com-
putational problems underlying various social multimedia 
applications, such as friend network construction from 
Web albums, wide-area-threat analysis for surveillance 
video networks, group discovery in collaborative recom-
mendation, summarization of social multimedia activities, 
and so on. 


Essentially, the problems can be boiled down to three 
multimedia data-mining tasks: social network construc-
tion and evolution, missing link inference and hidden 
relation discovery, and group discovery. Similar topics 
have been widely explored in data mining and social net-
work analysis, but they represent completely new and 
challenging tasks in multimedia social networks because 
social activities constantly change with the mishmash of 
interrelated users and media objects.


Moreover, most of these tasks depend greatly on the 
preprocessing of multimedia content such as feature ex-
traction, object detection, recognition, and tracking, which 
are widely recognized as difficult problems in computer 
vision and multimedia analysis. In this case, investigat-
ing accurate probabilistic inferences that allow pooling 
multiple, weak pieces of evidence to improve overall per-
formance might be highly effective. 


Scalability in multimedia coding will 
play a key role in universally accessing 
high-definition multimedia content.
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Multimedia interaction dynamics
Intuitively, developing new multimedia social interaction 


tools requires a close integration of sociology, multimedia, 
and communications technologies. Specifically, the social 
science studies addressing the dynamics of large-scale 
social interaction and activity might revitalize research 
into novel social interaction methods and tools. Twitter, 
originally conceived as a mobile status update service that 
provides an easy way to keep in touch with friends, offers 
one example. Twitter users send and receive short, frequent 
answers to one question, “What are you doing?”


However, Twitter changed that question to “What’s hap-
pening?” so that people, organizations, and businesses could 
leverage the network’s open nature to share anything they 
wanted, including pictures and video. This shift created a 
new kind of information network in its users’ social space. 
In this sense, social scientists should take a more active role 
in coping with the challenge of developing new multimedia 
tools to enable more powerful social interaction.


A greater challenge requires developing user interfaces 
and interaction paradigms to allow seamless communica-
tion and interaction with remote and virtual environments. 
In practice, this vision is achievable by combining new sen-
sors that cover touch, smell, taste, and motion; immersive 
output devices such as large displays; and 3D technology. 


Social multimedia community analysis
Social multimedia provides several effective ways to 


harvest the large-scale digital traces of social behaviors, 
such as online content sharing, vlogging, and video surveil-
lance. With the increasing availability of such pervasive 
data, key research challenges will involve developing 
methodologies for large-scale validations of social sci-
ence theories and for new theories and inferential analysis 
methods that can analyze this kind of new data.


For example, several studies have focused on social 
behavior and organization dynamics in online text-blog 
communities. Without considering the multimedia prop-
erties of the community structure, these social network 
analysis models can be directly used in vlog communities. 
However, the problem becomes much more complex if 
we consider the interrelation among the content, social, 
and temporal dimensions of vlogs. For example, large-
scale experiments are needed to verify whether the 
“six-degrees-of-separation principle” remains valid in vlog 
communities, given that the change of media forms from 
text-only to video might speed up information propagation 
and consequently shorten networks. This study could shed 
new insights into real-world applications such as online 
advertising and viral marketing. 


Privacy protection
Most social multimedia data are proprietary, such as 


user profile data—name, place, date of birth, and e-mail 


address—or ancillary data such as the IP address or time of 
connection. Properly managing privacy issues is essential 
both to facilitate research and safeguard consumer pri-
vacy.1 Nevertheless, the privacy issues surrounding social 
multimedia data are more complex. Generally speaking, 
users should have the right to control their personal data, 
which implies getting access to the data, modifying it, 
asking for corrections, or asking for deletion. However, 
this right isn’t easily guaranteed in the context of social 
multimedia. For example, users are usually eager to 
share pictures in online communities, but these images 
can easily be used for secondary purposes such as face 
recognition and image retrieval, especially when tagged 
with metadata such as name, e-mail address, and physical 
address of the person pictured. Because a single dramatic 
incident involving a breach of privacy could produce rules 
and statutes that stifle the nascent field of social multi-
media computing, a systematic study of privacy issues 
and their corresponding technological, procedural, and 
rule-related developments must be undertaken to reduce 
security risks and preserve research potential.1 


T
he explosive growth of social multimedia on 
the Internet is revolutionizing the way con-
tent distribution and social interaction work, 
while presenting an evolving multidisciplinary 
research and application field. At present, this 


research addresses the descriptive analysis level, but the 
potential for developing social multimedia computing 
theories and methods remains promising. 
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E fficient energy use in communi-
cations is a growing concern for 
industry and governments world-


wide. The massive number of commu-
nication devices we use today, together 
with their expected growth, have led 
researchers to conclude that we can 
save significant energy by apply-
ing energy-efficiency concepts in the 
design of communication systems.1 
Indeed, the Internet core is estimated 
to consume approximately 6 terawatt-
hours (TWh) per year, a figure that we 
can significantly reduce if we deploy 
energy-aware protocols.


Ethernet is a good example of tech-
nology that could be more energy effi-
cient; some people estimate that we could 
cut its energy use by more than 3 TWh.2 


To reduce waste, the IEEE P802.3az 
Energy-Efficient Ethernet (EEE) Task 
Force (see http://grouper.ieee.org/groups/ 
802/3/az/public/) is introducing energy-
efficiency enhancements to the existing 
Ethernet, a process expected to produce 
a new standard later this year.


Essentially, current Ethernet stan-
dards require both transmitters and 
receivers to operate continuously on 
a link, thus consuming energy all the 
time, regardless of the amount of data 
exchanged. The upcoming EEE stan-
dard aims to make energy consumption 
over a link a little more proportional to 
the amount of traffic exchanged3 (for 
more information, see the “Energy-
Efficient Ethernet” sidebar). Clearly, 
this change has profound implications 


The proposed Energy-Efficient Ethernet (EEE) standard reduces energy 


consumption by defining two operation modes for transmitters and receivers: 


active and low power. Burst transmission can provide additional energy savings 


when EEE is used. Collecting data frames into large-sized data bursts for back-


to-back transmission maximizes the time an EEE device spends in low power, 


thus making its consumption nearly proportional to its traffic load. An initial 


evaluation shows that the additional savings in the scenarios considered range 


from 5 to 70 percent for conventional users and approximately 50 percent for 


large data centers.
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on the design of the Ethernet’s physical layer 
devices (PHYs) and might drive changes in 
other algorithms and upper-layer protocols.


Although frame scheduling is out of the 
scope of the standard, we could further reduce 
energy consumption using a burst-transmission 
algorithm. Burst transmission maximizes the 
time an EEE device spends in sleep mode, thus 
making its consumption nearly proportional 
to its traffic load. Therefore, collecting data 
frames into large-sized data bursts for back-


to-back transmission can lead to even larger 
energy savings, in the range of 5 to 70 percent 
for conventional end users and approximately 
50 percent for large data centers in the scenar-
ios considered.4


Energy-Efficient Burst Transmission
The potential energy savings of burst-
transmission EEE make it well worth consid-
ering. Something else to consider, however, 
is that burst-transmission EEE can intro-


Energy-Efficient Ethernet


The main idea behind Energy-Efficient Ethernet (EEE) is to 
put the physical layer (PHY) into sleep (low-power) mode 


when no data is being transmitted. This potentially saves con-
siderable energy because links are usually lightly loaded (see 
www.ieee802.org/3/eee_study/public/mar07/bennett_01 
_0307.pdf).


Several methods exist for implementing sleep mode. 
The most obvious is to reduce link speed when little traffic 
is exchanged.1 You can achieve this through autonegotiation,2 
which is already part of the IEEE 802.3 Ethernet standards. 
Autonegotiation is currently used during link setup to deter-
mine the highest link speed that both ends support. However, 
you can also use it to reduce energy consumption by select-
ing a lower speed; the lower the link speed is, the less power 
the devices consume. Nevertheless, speed autonegotiation 
requires from a few hundred milliseconds (ms) to a few sec-
onds,2 which is excessive for many applications.


To accelerate the speed change, researchers have proposed 
other alternatives, such as Rapid PHY Selection (RPS; see 
www.ieee802.org/3/eee_study/public/mar07/christensen_02 
_0307.pdf). RPS uses a frame exchange to renegotiate a speed 
change without restarting autonegotiation. So, the decision on 
the speed change can take much less time. Nevertheless, speed 
changes require adjusting many elements in the receivers — 
including equalizers, echo cancellers, and timing circuits — to 


the new speed. These changes require a nonnegligible amount 
of time during which the link is down. Additionally, although 
speed downgrades reduce energy consumption, they don’t 
make it proportional to the actual traffic load. In short, speed 
changes mitigate the problem of energy consumption with min-
imal changes, but this can be further improved.


A better alternative is to put the device to sleep when no 
transmission is needed but wake it quickly upon data arrival 
without changing its speed. This is the option chosen by the 
IEEE 802.3az Task Force, which has analyzed the mechanisms to 
support the sleep mode for the different Ethernet speeds — say 
100 Mbps, 1 Gbps, and 10 Gbps. This sleep mode freezes the 
elements in the receiver and wakes them in just a few micro-
seconds (µs). Such sleep/active operation requires only minor 
changes to the hardware because the channel is quite stable.


Figure A shows a state transition example of a given link, 
following the IEEE 802.3az draft.3 Ts sleep time (the time 
needed to enter sleep mode); Tw is wake-up time (the time 
required to exit sleep mode). The transceiver spends Tq in the 
quiet (energy-saving) period. Finally, the standard also consid-
ers the scheduling of short periods of activity Tr to refresh the 
receiver state to ensure that the receiver elements are always 
aligned with the channel conditions.


With 100Base-TX and 10GBase-T Ethernet, both the 


Active Sleep Refresh Refresh Wake Active


Quiet


Ts Tw
Tr


Quiet


Tq


Quiet


Tr
Tq


Frame arrival


. . . . . .


Figure A. Transitions between the active and sleep modes in Energy-Efficient Ethernet. Ts is sleep time (the time needed to enter sleep 
mode); Tw is wake-up time (the time required to exit sleep mode). The transceiver spends Tq in the quiet (energy-saving) period but also 
has short periods of activity (Tr) to refresh the receiver state.
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duce some burstiness to the traffic — which 
might degrade network performance — and 
also cause extra delay to the frames, because 
they must wait until a number of them have 
arrived. The balance of energy savings ver-
sus time delay is something that can be eas-
ily achieved (as we explain later), but it’s 
important to remember this, and to design the 
energy-efficient data-transmission schedule 
to accomplish a clear goal: it should maxi-
mize the time the device spends in sleep 


mode, but it shouldn’t delay data transmission 
excessively to affect the upper-layer protocols 
and the applications’ performance.


Sergiu Nedevschi and his colleagues ex
plored the use of burst transmission to im-
prove energy efficiency for arbitrary values of 
wake-up and sleep timers, in the context of a 
generic network.4 Here, we focus on the EEE 
standard draft, showing the energy savings of 
burst-transmission EEE for several representa-
tive scenarios.


Energy-Efficient Ethernet (cont.)


transmitter and receiver can operate independently regarding 
active mode and sleep mode. In other words, the link can send 
data (in active mode) in one direction while it’s idle (in sleep 
mode) in the opposite direction. However, this isn’t permit-
ted with 1000Base-T, in which the link enters or exits sleep 
mode in both directions at the same time. On the other hand, 
100Base-TX and 1000Base-T permit a transition back to active 
mode during a transition to sleep mode without needing time 
to exit sleep mode, thus increasing efficiency.


Energy consumption is significant only during Tw, Ts, and 
Tr, with a small fraction occurring during Tq, with Tq  Tr. The 
IEEE 802.3az draft specifies the minimum and maximum val-
ues for Tw, Ts, Tq, and Tr for 100Base-TX, 1000Base-T, and 
10GBase-T. Table A gives the minimum values for Ts and Tw, 
along with the subsequent frame transmission efficiencies for 
long and short frames.


Indeed, implementing sleep mode brings large power sav-
ings — close to 90 percent for 100Base-TX, 1000Base-T, and 
10GBase-T with respect to the current standards, which oper-
ate at full power all the time. However, as Table A shows, the 
wake-up and sleep times are considerably high with respect 
to the frame transmission time Tframe, especially when the 
frame size is small in bytes. For example, assume that a given 
device is in sleep mode upon a frame arrival. At this point, the 
device must wake up (which takes Tw), transmit its frame (this 
takes Tframe), and go to sleep again (this takes Ts). In total, the 


transmission of a single frame takes Tw + Tframe + Ts, whereas 
only Tframe is for actual data transmission. This algorithm, on a 
10-Gbps link, requires Tw ≥ 4.48 µs, Ts = 2.88 µs, and Tframe = 
1.2 µs for the transmission of a 1,500-byte data frame. This 
results in 14 percent efficiency because most of the time (and 
energy) is spent in waking the link and putting it back to sleep.


Such energy overhead is particularly high for small data 
frames and at high-speed rates. This is evident in Table A, in 
which the single-frame efficiency values refer to the energy spent 
on transmitting a single frame with respect to the total energy 
spent in the EEE process (waking the link, transmitting the frame, 
and putting the link to sleep). However, we can easily achieve high 
efficiency levels if the device is awake only when 100 data frames 
have arrived for transmission (about 94 percent in the previ-
ous example). This visually proves the benefits of collecting data 
frames and sending them as a single unit or burst over the link 
(burst transmission) with respect to single-frame transmission. 
(For more on burst transmission, see the main article.)
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Table A. Proposed wake-up time (Tw), sleep time (Ts), and frame transmission times (Tframe) for different link speeds.


Speed Minimum Tw 
(µsec)


Minimum Ts 
(µsec)


Frame size 
(bytes)


Tframe (µsec) Single-frame 
efficiency (%)


100Base-TX 30.50 200.00 1,500 120.00 34.2


150 12.00 4.9


1000Base-T 16.50 182.00 1,500 12.00 5.7


150 1.20 0.6


10GBase-T 4.48 2.88 1,500 1.20 14.0


150 0.12 1.6
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Initial Experiments
Proportionality occurs when a linear relationship 
exists between the system’s load and its energy 
consumption.3 Unfortunately, this isn’t the case 
for today’s EEE standard, whose performance 
we recently studied.5 Essentially, we discerned 
that the large values of the wake-up and sleep 
timer (see Table A in the sidebar), with respect 
to the frame transmission time, make EEE dif-
fer from proportionality. Following that study, 
we simulated the energy consumption of 100-
Mbps, 1-Gbps, and 10-Gbps links at different 
traffic load values. For simplicity, we assumed 
that both link directions operate independently, 
although this isn’t true for the 1000Base-T Ether-
net standard. Links enter sleep mode only when 
no frames are pending for transmission. We sim-
ulated the wake-up and sleep timers in EEE fol-
lowing the current standard draft (summarized 
in Table A in the sidebar). Although the timers 
might change in forthcoming revisions, their 
actual values don’t affect our reasoning here.


Additionally, our experiment considered 
12,000-bit data frames arriving at the link fol-
lowing a Poisson process. This assumption can 
be a valid approximation for servers in large data 
centers dealing with many parallel independent 
connections. Finally, we assumed power con-
sumption in sleep mode to be 10 percent of that in 
active mode for all Ethernet speeds, according to 
the estimates provided by different manufactur-
ers during the EEE’s standardization process.6-8


Figure 1 shows energy consumption ver-
sus traffic load for the current standards and 
after introducing the EEE’s two power modes 
for the three link speeds (100 Mbps, 1 Gbps, 
and 10 Gbps). EEE assumes that the link 
becomes active upon a frame’s arrival and is 
put into sleep mode as soon as no frames are 
ready for transmission.


As Figure 1 shows, current Ethernet stan-
dards operate at maximum power all the time, 
thus consuming 100 percent of their energy 
regardless of the traffic load. By introducing 
the two power modes, EEE achieves energy con-
sumption ratios more proportional to the traffic 
load, showing important energy savings, espe-
cially at low loads. However, for 1000Base-T 
and 10GBase-T, the relationship between load 
and energy consumption is still far from pro-
portionality, which would appear as a straight 
line from the plot’s bottom-left to its top-right 
corner. Basically, such poor results result from 


the large values of the sleep and wake-up timers 
compared to a single frame’s actual transmis-
sion time. This is because most of the energy 
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Figure 1. Energy consumption versus traffic load 
for the different Ethernet speeds: (a) 100 Mbps, 
(b) 1 Gbps, and (c) 10 Gbps. Current standards 
(the legacy Ethernet, plotted in blue) operate 
at maximum power all the time, consuming full 
energy regardless of the traffic load. Energy-
Efficient Ethernet (called here Frame EEE and 
plotted in red) allows energy consumption to 
be more proportional to the traffic load, which 
should save much energy.
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is spent on waking the link and putting it to 
sleep, rather than on data transmission. This 
is particularly harmful with high-speed links. 
We can achieve much better efficiency, then, 
by making the link active for only the trans-
mission of a large number of data frames (burst 
transmission), rather than for the transmission 
of a single frame.


As we previously stated, gathering frames 
into bursts adds delay to the frames until a 
burst unit is complete. We can bound this delay 
by using a timer-driven assembler that collects 
frames only during some Tas units of time and 
wakes the link for transmission after this timer 
expires. So, the timer Tas acts as an upper-
delay bound because every frame waits no lon-
ger than this amount. It should be carefully 
designed on the basis of the delay requirements 
of both users and applications. Most residen-
tial users tolerate a few tens of milliseconds 
of delay. Also, the assembly timer might pro-
duce some buffer overflows if too many packets 
arrive within Tas. To avoid this situation, we can 
use the timer in conjunction with a data-size 
threshold so that when sufficient frames arrive 
at the network card, the burst releases without 
waiting for the timer to expire. The following 
experiments consider a maximum buffer size of 
1,000 data frames, so that if this buffer fills up, 
it sends the data straightaway.


To illustrate the benefits of burst trans-
mission in EEE, Figure 2 extends the previous 
simulation results with a 10-ms timer burst-
transmission scheduler. As the figure shows, 
the energy plots now approach the proportional 
relationship between energy and load.


Figure 3 shows the ratio between using 
frames and bursts in terms of energy consump-
tion for different timer values. Using bursts 
always saves substantial energy, especially 
at medium load levels for 100Base-TX and at 
low load levels for 1000Base-T and 10GBase-T. 
Also, Figure 3 shows greater energy savings 
for large values of Tas. For instance, Tas = 1 
ms doesn’t introduce excessive delay and still 
can provide large potential savings compared 
to single-frame EEE transmission. By far, 
the largest potential energy savings are for 
1000Base-T and 10GBase-T links, which are 
also those that consume more power — approx-
imately 1 and 5 watts, respectively. In data 
centers in which we deployed 1000Base-T and 
10GBase-T, burst transmission provides a clear 
benefit not only by saving energy but also by 
cooling down the equipment.


Finally, it’s well known that Ethernet LAN 
traffic shows self-similarity9 and that data 
frames’ interarrival times aren’t exponentially 
distributed.10 Nevertheless, the previous simu-
lation results provide a first approach to the 
expected energy savings.
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Figure 2. Energy consumption vs. traffic load 
when using burst transmission at (a) 100 Mbps,  
(b) 1 Gbps, and (c) 10 Gbps. The energy plots 
now approach the proportional relationship 
between energy and load.
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Using Burst Transmission in Real Scenarios
To further validate burst transmission and esti-
mate the potential savings more accurately, we 
performed an analysis based on traffic mea-
surements collected from four real scenarios.


Scenario 1 involved a residential user down-
loading video content from the Internet. This 
user connected via 100-Mbps Ethernet to his 
or her Asymmetric Digital Subscriber Line 
(ADSL) router. As Table 1 shows, a 10-ms burst-
assembly timer produces a downstream energy 
savings of 9.25 percent using single-frame EEE 
transmission. The upstream savings is only 5.91 
percent because the transmitted data is mostly 
TCP acknowledgments.


Scenario 2 involved two users exchanging 
a file over the same 100-Mbps LAN as in the 
previous scenario. As Table 1 shows, EEE can 
potentially achieve large energy savings — 
especially with upstream burst-transmission 
scheduling (73.49 percent). That’s because the 
link is lightly loaded and the average frame 
length is much smaller, thus reducing the over-
head of waking the link and putting it to sleep. 
However, this example highlights single-frame 
EEE’s primary shortcoming: its limited effi-
ciency when transmitting small frames.


Scenario 3 involved a 1000Base-T univer-
sity access link with highly multiplexed Inter-
net traffic. When computing the results, we 
considered both directions to operate indepen-
dently; however, for 1000Base-T, both direc-
tions must enter active or sleep mode at the 
same time. Nevertheless, this issue doesn’t 
affect the results significantly because in this 
case the link was in active mode 90 percent of 
the time in both directions. As Table 1 shows, 
we can reduce energy by at least 70 percent if 
we employ burst-transmission scheduling on 
the university access link, given its low load.


Scenario 4 involved a few server traces from 
Google’s data centers, where energy consump-
tion is a major concern. The traces belonged to 
three typical server types: a file server that’s 
also involved in search queries (scenario 4a), a 
server devoted to search queries (scenario 4b), 
and a server acting as both the file and applica-
tion server (scenario 4c). In each case, we con-
cluded that we can achieve important energy 
savings for servers that operate at low loads 
with small frames on average. Particularly, the 
energy savings are symmetrical for the search 
server (scenario 4b) and asymmetrical in the 


other two cases, with more efficiency shown in 
the input direction. Concerning link load, the 
energy savings with single-frame EEE increase 
by more than 50 percent on low-loaded servers 
(as with input in 4a and both input and output 
in 4b and 4c). In the very low load cases with 
small frame sizes (such as input in 4a and 4c), 
burst-transmission EEE can achieve important 
energy savings — up to 90 percent with legacy 
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Figure 3. Energy consumption ratio of EEE burst 
and frame transmission at (a) 100 Mbps,  
(b) 1 Gbps, and (c) 10 Gbps. Larger assembly 
timers (Tas) save more energy.
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Ethernet and beyond 80 percent with single-
frame EEE. Basically, single-frame EEE provides 
important energy savings in high-speed sce-
narios at low loads, but we can greatly improve 
these with burst-transmission EEE if the aver-
age frame is small.


B urst transmission brings many open issues; 
here we look at four.
First, a frame traversing multiple links 


might experience excessive delay. We can avoid 
this by implementing burst transmission only 
on the last-hop links. This will ensure that at 
most two assembly timers contribute to the 
delay. Because most links are connected to end 
stations, most of the energy savings would still 
occur. Those links are also normally lightly 
loaded, so burst transmission has great poten-
tial to improve their energy efficiency. We 
could also use burst transmission on the links 
between switches but use small values for the 
assembly timers. This is possible because such 
links are usually highly loaded and operate 
at high speed, and small assembly timers can 
achieve significant energy improvements. For 
example, to assemble 100 frames of 10,000 bits 
on a 100-Mbps link with a 1-percent load, we 
need 100 ms, whereas we need only 1 ms for a 
1-Gbps link with a 10-percent load.


Second, large data bursts might cause buf-
fer overflow on the switches, especially on the 


uplink ports. Fortunately, these are typically 
overdimensioned (10×) and can deal with mul-
tiple simultaneous burst arrivals. However, the 
impact of the increased burstiness on network 
performance needs careful study.


Third, increasing the round-trip time (RTT) 
translates to decreased TCP throughput. How-
ever, we can use small values of the assembly 
timer to mitigate burst-transmission EEE’s nega-
tive effects on TCP throughput. For instance, 
EEE assembly timers in the order of a few milli-
seconds should have a limited impact on the TCP 
throughput for connections with RTT values of 
tens of milliseconds, while saving substantial 
energy. Additionally, for the same throughput, 
an RTT increase also requires an increment in 
the TCP window, which causes TCP throughput 
to reach its steady state a bit later. Finally, corre-
lated losses due to buffer overflow might trigger 
TCP’s congestion-avoidance mechanisms, with 
subsequent performance degradation. Deploy-
ment of burst-transmission EEE must carefully 
consider all these cause-and-effect issues.


Finally, next-generation Ethernet standards 
(40/100G) might benefit from burst-transmission 
EEE if the approach to making them energy 
efficient is based on the same active/sleep 
transitions as in 100Base-TX, 1000Base-T, 
and 10GBase-T. Essentially, given the increase 
of link speed by one order of magnitude with 
respect to 10GBase-T, the waking and sleeping 
values (Tw and Ts) must be rescaled by one order 


Table 1. Energy consumption estimates for different measurement-based scenarios.


Scenario Direction Speed Energyframe


 (% of peak)*
Energyburst 


(% of peak)*
Link load 


(%)
Average 


frame size 
(bytes)


Energy 
savings (%)


1. Residential user 
video download


Download 100 Mbps 12.75 11.57 1.43 1,444 9.25


Upload 100 Mbps 10.99 10.34 0.04 90 5.91


2. Residential user 
file transfer


File 100 Mbps 78.68 74.25 71.13 1,499 5.63


Acknowledgments 100 Mbps 44.92 11.91 1.39 77 73.49


3. University Internet 
access link


Download 1 Gbps 92.80 23.47 10.94 679 74.71


Upload 1 Gbps 96.20 27.24 17.66 919 71.68


4a. Data center: file 
and search server


Input 1 Gbps 65.90 12.60 1.22 87 80.88


Output 1 Gbps 72.92 57.73 52.21 1,497 20.83


4b. Data center: 
search server


Input 1 Gbps 45.28 18.85 8.51 945 58.37


Output 1 Gbps 42.30 17.73 7.23 934 58.09


4c. Data center: file 
and application server


Input 1 Gbps 61.37 11.77 0.65 130 80.82


Output 1 Gbps 57.10 14.72 4.02 749 74.22


*Energyframe is the energy used for single-frame transmission; Energyburst is the energy used for burst transmission.


Table 1. Paper color almost always; 
black for light backgrounds.
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of magnitude, too. Otherwise, the power over-
heads of an eventual deployment of EEE with 
large values of Tw and Ts would be even higher 
than those of Table A in the sidebar, with much 
time (and energy) spent on waking and putting 
to sleep the link for transmitting a single frame. 
In such a case, it might be worth collecting sev-
eral frames before waking a link, given the high 
energy cost of activating a link.�
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Embedded Interaction
Interacting with the Internet of Things


Matthias Kranz
Technische Universität München


Paul Holleis
DOCOMO Euro Labs


Albrecht Schmidt
University of Duisburg-Essen


The Internet of Things assumes that objects have digital functionality and 


can be identified and tracked automatically. The main goal of embedded 


interaction is to look at new opportunities that arise for interactive systems 


and the immediate value users gain. The authors developed various prototypes 


to explore novel ways for human-computer interaction (HCI), enabled by the 


Internet of Things and related technologies. Based on these experiences, they 


derive a set of guidelines for embedding interfaces into people’s daily lives.


T echnological advances and new 
usage models can cause comput-
ing to undergo a stark transfor-


mation. Automatic object identification 
(such as RFID or Near Field Communi-
cation, and visual markers), ubiquitous 
connectivity, improved processing and 
storage capabilities, various new dis-
play technologies, sensor device avail-
ability, and decreasing hardware costs 
all lay the foundation for a new com-
puting era. We can now build vehicles, 
devices, goods, and everyday objects to 
become a part of the Internet of Things. 
The combination of high-bandwidth 
connectivity, the availability of Inter-
net-based services, and ubiquitous 
computing allows for communication, 
interaction, and information access 


everywhere and anytime to be embed-
ded into anything. We call the resulting 
artifacts netgets, specialized networked 
gadgets with sensors and actuators that 
let users seamlessly manipulate digital 
information and data in the context of 
real-world usage.


Here, we present the underlying 
concepts of embedded interaction, the 
technological and conceptual phenom-
ena of seamlessly integrating the means 
for interaction into everyday artifacts. 
Technically, this requires embedding 
sensing, actuation, processing, and 
networking into common objects. Con-
ceptually, it requires embedding inter-
action into users’ everyday tasks. The 
technical and conceptual perspectives 
are interlinked and aim to provide 
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optimal support for users as they interact with 
information that isn’t disrupting or distracting 
to their primary tasks and goals. 


We also look at key enabling factors and 
accelerators for embedded interaction with the 
Internet of Things, such as technologies and 
toolkits. Several case studies outline embedded 
interaction’s potential in an Internet of Things 
context. We’ve also developed several guide-
lines for developing embedded interactive sys-
tems and applications that are grounded in a 
variety of prototypes we have constructed and 
deployed over the past five years.


Foundations and Case Studies
To realize the vision of embedded interac-
tion with the Internet of Things, we must 
first identify and augment everyday objects 
with input or output facilities. This ecology 
of networked, self-configuring, and discover-
able objects then constitutes a virtual overlay 
on the physical world. Additional knowledge 
emerges from both single objects and their 
individual states as well as from their relation 
to each other. This assumes several techni-
cal developments and creates new challenges. 
Let’s look at four particular areas and their 


characteristic interaction methods that are 
closely related to the Internet of Things and 
embedded interaction concepts.


Case 1: Context-Aware Kitchen Utilities
Kitchens are social places where families meet 
for cooking, discussions, and other interactions, 
so technology should stay unobtrusively in the 
background. Various netgets are suitable for 
activity recognition and interaction in every-
day kitchen environments.


All netgets allow for seamless and unobtru-
sive interaction with everyday objects. The net-
gets in the kitchen scenario comprise a cutting 
board — acting both as scale and mouse inter-
face — a video camera and microphone mounted 
above the working area, a sensor-augmented 
knife, and a sensor-equipped table (see Figure 
1). Details are available elsewhere.1–3


The cutting board senses the weight of vari-
ous foods processed on it as well as cutting 
actions during meal preparation. Addition-
ally, it lets users control a computer system by 
employing the cutting board as a mouse pad, 
without the need for clean hands. The load cells 
below the board measure the weight and weight 
change of a finger moving over the surface in 


Load cells Acceleration sensor


Sensor knife
Sensor knife Cutting board


Knife holder


Microphone


Camera
Load cells


(a) (b) (c)


(d) (e) (f)


Figure 1. Netget ecology in a kitchen environment. Device prototypes include (a) an instrumented cutting board 
acting as a mouse pad and scale; (b) the kitchen; (c) vision and sound-based activity detection; (d) activity recognition 
using body-worn sensors; (e) a sensor-augmented knife netget; and (f) a table with a capacitive sensing system for 
recognizing table-top interactions during meals.
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mouse mode, and also when food is cut with the 
sensor-augmented knife. 


The knife features a three-axes-of-force and 
three-axes-of-torque sensor, commonly found 
in robotic arms. By analyzing the force and 
torque changes occurring when users cut food, 
this netget can determine the type of food being 
cut — for example, the blade’s torsion against 
the handle when it cuts through food is char-
acteristic for different food types, such as an 
apple versus a bell pepper. This lets the digi-
tal system infer the meal cooked and suggest 
additional ingredients or possible variations. 
Although the knife itself enables correct food 
detection, so does the sound of the cut, which is 
captured by a microphone placed above the cut-
ting board. Because certain commercial scales 
can already visually identify food using image-
processing algorithms, we use the camera only 
to log and annotate our experiments (see Figure 
1c). The table detects how many people are hav-
ing a meal and their interaction on the table top 
(see Figure 1f). This is done via capacitive sen-
sors placed underneath that generate an electric 
field and measure its strength. When an object, 
such as a hand or finger, interferes with the 
electric field, the measured capacitance changes 
and can be used to detect proximity or touch.


This netget ecology lets digital systems 
infer the context and activities occurring in 
the kitchen. In addition, the intelligent envi-
ronment can learn, recognize, and use behavior 
to provide a variety of novel services to house-
hold members, such as reminders and sugges-
tions for improving nutrition. In the context 
of ambient assisted living, the ecology of net-
gets can detect deviations from normal behav-
ior and offer assistance. Extending interaction 
beyond a single device enables networked sys-
tems to gather and share complex information 
to provide more natural interaction and ser-


vices to human users and context awareness to 
digital systems.


Case 2: Capacitive Touch Input on Clothes
Another project we worked on focused on con-
necting various pieces of clothing directly or 
via the Internet. We built a set of prototypical 
devices and garments to enable testing, dem-
onstrations, and study applications using touch 
input on clothing. The prototyping platform we 
built uses capacitive sensing as described previ-
ously and is connected to our Embedded Inter-
action Toolkit (EIToolkit), which we describe in 
more detail later.4 


The platform lets designers quickly add 
touch controls to nearly arbitrary clothing or 
objects, such as accessories and other devices. 
It also allows for a simple, on-the-fly remap-
ping between controls and applications (such 
as a game, an N800 Internet tablet, or a home 
cinema application running on a local or remote 
PC). This functionality proved to be not only 
important for initial application development 
but also vital during user studies.


Figure 2 shows a selection of the prototypes 
we developed and studied, which included off-
the-shelf phone bags and bicycle helmets with 
touch areas integrated into the design, gloves 
with different layouts of touch controls on the 
back, and an apron that prototyped different 
styles for touch areas and buttons.


To evaluate the wearable input, we con-
ducted two user studies during which partici-
pants could try out the described prototypes. 
Whereas the first concentrated on gathering 
opinions and feedback about wearable comput-
ing in general and the prototypes in particu-
lar, the second focused on using the apron and 
its different controls.4 We’ve integrated several 
results from these studies into the guidelines we 
discuss later.


(a) (c) (d)(b)


Figure 2. Touch sensors in clothing and accessories. We put (a) flexibly soldered sets of touch sensors (QProx QT110) 
into several device prototypes, including a (b) phone bag, (c) bicycle helmet, (d) and piece of clothing with different 
designs for touch areas.
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Case 3: Embedded Computing  
for Entertainment and Sports
We employed an initial prototype of our 
EIToolkit4 to create a platform for applications 
with a special focus on gaming and sports for 
educational purposes that used and combined 
non-standard input and output devices.5 For 
one project, we used an off-the-shelf, flat Ikea 
balance cushion, which features a robust hemi-
spherical base (see Figure 3).


The electronic hardware inside the cushion 
comprises a compass (measuring horizontal 
rotations), a 2D acceleration sensor (to measure 
tilting), a pressure sensor (for detecting people 
and hopping), a microcontroller with a commu-
nication module, and a large set of batteries for 
long-term use.


One example application we implemented 
was the Virrig Race Game, an “edutainment” 
application in which players control an onscreen 
car by tilting the cushion (see Figure 3c). At 
crossings, the game displays a multiple choice 
question players answer by tilting the cushion 
and clicking — that is, briefly hopping on the 
cushion as a physical translation of a mouse 
click. In an informal study using 20 primary-
school children, we confirmed our assumptions 
that the game is fun and physically challeng-
ing, fosters collaboration, and supports at least 
short-term memorization, which is necessary to 
finish the game. 


A second project using a very similar setup 
focused on sports and rehabilitation.5–7 We aug-
mented various fitness devices with the same or 
slightly adjusted sensor hardware as the cush-
ion. As Figure 3d shows, the therapy top is a 
plastic or wooden disk with a round bottom. 
Users can choose from more than 30 different 
exercises targeted at strengthening and con-
valescing leg muscles and joints. Through the 
employed framework, we were able to use the 
existing setup and replace only the part provid-
ing audio-visual feedback to the user. The two 
right-most images in Figure 3d show the visual 
feedback the user receives according to how 
accurate his or her movements on the device are.


In conjunction with an RFID-based user 
authentication and recognition system, a graph-
ical and simple-to-use editor lets the physio-
therapist or coach specify new exercises along 
with restrictions (for example, using two ther-
apy tops at the same time). The trainer can at 
any point review the recorded data offline and 
adapt the following session accordingly.


Case 4: Small Embedded Objects
To further study small, Internet-connected 
devices, we designed a simple application that 
visualizes room occupation in a building (see 
Figure 4a). We built a digital version of the small 
posters you often see at office doors, where peo-
ple specify their state, such as as “busy” or “out 


27% 25%


(a)


(c)
(d)


(b)


Figure 3. Embedded computing for sports and entertainment. We prototyped several projects, including (a) an Ikea 
cushion with built-in orientation sensors. A person can (b) stand or sit on it to control applications such as (c) an 
educational racing game. (d) The same technical setup enables an application used for physiotherapy and sports.
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at lunch” with a magnet on the poster. Using 
hall sensors, the device can detect the magnet’s 
position and then wirelessly transmit the state 
to an EIToolkit component connected to a cen-
tral database. Thus, others can query this state 
via a simple Web application. Similarly, office 
owners could set their state remotely — for 
example, to indicate they’ve gone home straight 
after a meeting. However, this illustrates a 
design dilemma: because the magnets can’t be 
moved remotely, the physical device can poten-
tially show wrong information. Replacing the 
magnet with push buttons and feedback lights is 
an option, but departs from the original, known 
interaction using a magnet. A hybrid solution 
like the one Figure 4a shows can partially help, 
but will also potentially confuse the user.


Another embedded netget extends an idea 
by Tara Matthews and her colleagues8 by add-
ing a display to a wardrobe. In addition, each 
hook can sense whether a particular piece of 
clothing is present. Using weather information, 
the system can indicate and justify a sugges-
tion. The example application could determine 
exactly what type of garment is hanging where 
using RFID-tagged clothes. If users already 
know what they want to wear, they can easily 
ignore the application’s suggestions.


A toolkit, both in hardware and software, 
offers many advantages, including the variety 
of interactions we prototyped with the same 
technology. As an example, we developed small 
wireless displays (as Figures 4c and 4d show) and 
created various applications with them. The con-
nected displays9 let users with such devices eas-
ily and effortlessly vote, for example, on when or 
where to meet by simply turning their display to 
a specific side. The SkypeTUI prototype,10 on the 
other hand, uses the same device to control the 


communication software Skype. We further gen-
eralized this concept to be able to use any device 
with an orientation sensor to control the user’s 
possible state in any IM application.11


Current Projects,  
Challenges, and Guidelines
Advancing research in various fields, espe-
cially ubiquitous computing, robotics, artificial 
intelligence, and human-computer interaction 
(HCI), leads to these disciplines converging. 
Middleware such as the Player/Stage12 or Robot 
Operating System (ROS) from robotics, Mundo-
Core13 from pervasive computing, and Papier-
Mâché from the HCI14 disciplines can be used 
with embedded interaction to help integrate 
physical interaction, communication, and data 
exchange, enabling a holistic approach toward 
interaction with the Internet of Things. 


We extracted a set of challenges from differ-
ent projects, such as those we described previ-
ously, that people developing Internet of Things 
applications focused on embedded interaction 
are facing today. Furthermore, we derived vari-
ous guidelines that will help ensure that future 
projects emphasize the most important aspects 
for embedding interaction with the Internet of 
Things already in the planning phase.


Emerging Challenges
The embedded Internet of Things poses many 
challenges to researchers, developers and users. 
Let’s look at the selected challenges we consider 
to be most important.


Embedded devices vs. interaction devices. 
Embedding interaction in an Internet of Things 
context means integrating interaction opportu-
nities into existing artifacts, devices, and envi-


(a) (b) (c) (d)


Room 4:


Empty


Room 5:


Lesson


Room 4:


Conference


Room 3:


Lesson


Figure 4. Small embedded object prototypes. We created (a and b) an interactive room information system as well as (c 
and d) a wireless display that allows gesture input (only) and somewhat fades into the background if not in use.
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ronments. Unlike interaction devices, embedded 
interaction mostly utilizes objects people 
already use or are familiar with and broadens 
their impact and functions. However, it can be 
difficult to add functionality without radically 
changing the way an object originally behaves 
or looks. In addition, the new features are sub-
ject to the invisibility dilemma described next.


Invisibility dilemma. When embedding informa-
tion and interfaces into objects, a vital design 
element is to hide this augmentation and leave 
the original function, look, and feel the same. 
However, this physical disappearance and 
embedded sensing, actuation, and interaction 
can affect the user’s perception and lead to the 
invisibility dilemma. Users must still be able to 
identify digitally enhanced artifacts known and 
used in everyday life as more potent than meets 
the eye. In addition, users must recognize this 
added value to accept and use such artifacts.


Implicit vs. explicit interaction. Explicit use 
means that a user operates a system knowingly 
to achieve a certain goal — that is, the user is 
fully aware of the tool he or she is using (as in 
the Case 2 example). Implicit use, in contrast, 
means the user concentrates on his or her prime 
goal or targeted activity; tool use is intended, 
but the user isn’t actually aware of the interac-
tion with the computer system. This interaction 
occurs implicitly, but on purpose (in contrast to 
the idea of incidental interaction15). Depending 
on the application and intended usage of the 
netget at hand, the decision for either implicit 
or explicit interaction must be made carefully.


Context dependence. The value of having access 
to information depends on context. Many dif-
ferent contexts (an overview is available else-
where16) make a whole range of sensors and 
input processing systems necessary. For most 
context-aware applications, focusing on just a 
person, an object, or a specific environment is 
meaningful, but in the Internet of Things, these 
borders merge and vanish.


Interaction and multimodality. Embedded inter-
action with netgets is characterized by mul-
timodal interaction. Specialized devices, as 
interaction gateways to the Internet of Things, 
gain particular importance based on the user’s 
context. They can, if carefully designed, let users 


interact via modalities more suitable and adapted 
to the task, environment, and context. This ide-
ally reduces cognitive load, supports interaction 
execution and goals, and uses interaction chan-
nels that leverage users’ overall performance.


Development support. Toolkits, frameworks, 
and APIs let designers or developers more effec-
tively prototype, test, evaluate, and develop 
embedded interaction applications. In our 
research, we identified four main prerequisites 
for such toolkits:


•	 support various hardware, software, and 
development paradigms;


•	 support the creation of simple and complex 
applications;


•	 support debugging and changing applica-
tions; and


•	 integrate (into) the whole development 
process.


We developed our EIToolkit to support these 
requirements. The toolkit is a component-based 
architecture in which each component is rep-
resented by a proxy-like object called a stub. 
These stubs translate messages between a gen-
eral communication area to devices’ specific 
protocols and back. Any component can then 
register to listen to messages directly addressed 
to it or broadcast to all. This enables component 
exchange at runtime. The system also allows 
the developer to change the message protocol 
on a per-component basis. EIToolkit supports 
various transmission protocols and formats and 
several microcontroller platforms. Although a 
more thorough description is out of scope and 
available elsewhere,17 we want to stress that a 
toolkit like this can tremendously ease develop-
ment, especially for people without proliferate 
programming expertise. Thus, sample stubs are 
available — for example, to control the media 
player Winamp, for MIDI output, or for key-
board emulation (see www.eitoolkit.de for more 
information). This lets developers quickly use 
and connect various smart artifacts within the 
Internet of Things.


Lessons Learned and Implications
We drew several conclusions from our experi-
ences within the field of embedded interactions 
and came up with a list of design guidelines: 
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•	 Information when and where it’s useful (Case 
4). Provide information to increase users’ abil-
ity to make informed choices. Usually, infor-
mation is embedded at points where decisions 
are made or where the user has choices.


•	 Information provision without explicit inter-
action (Cases 1, 4). Account for providing 
relevant information without requiring the 
user to explicitly trigger it. You can, for 
example, exploit a phone’s screensaver for 
this purpose.18


•	 Overprovisioning (Cases 2, 4). Enable many 
methods, input and output devices, and 
locations to achieve a task. The Internet of 
Things provides many opportunities and 
removes user limits and constraints.


•	 Specialized components (Cases 1, 3, 4). For 
specific tasks or target users, consider using 
a specific device or interaction technique. 
This can be much more efficient or easier to 
use than a generic, all-in-one device such as 
a powerful smart phone.


•	 Visibility (Cases 1, 2, 3). Carefully consider 
the trade-off between clearly visible controls 
and those seamlessly integrated into (a pos-
sibly existing) product design.


•	 Accidental use (Cases 2, 4). Prevent acciden-
tal use, otherwise people might be afraid of 
initiating actions involuntarily and hence 
might refrain from using a device at all.


•	 The invisibility dilemma (Cases 1, 2, 3). 
Seamlessly transfer objects into the Inter-
net of Things — an object’s original behavior 
shouldn’t change, but the user must still per-
ceive added value.


•	 Short- and long-term life cycle (all cases). 
Take care that devices run for a satisfactory 
amount of time before they need recharg-
ing or replacement. One way to tackle this 
is to provide easy ways to access technolog-
ical components, even if it’s only to replace 
the battery.


•	 Rapid prototyping (Cases 2, 3, 4). To (cost-) 
effectively explore the design space, employ 
prototyping tools to create early prototypes. 
Hardware and software components such as 
the EIToolkit are available that accelerate 
presentation and evaluation for developers’ 
application ideas.


•	 Modeling support (all cases). Provide support 
for formal models, which can save tremen-
dous amounts of time and money, for exam-
ple, by providing some usage estimates. We 


can, for example, extend methods such as 
the Keystroke Level Model even for novel 
types of interaction19 and predict metrics 
such as task-completion times.


This list of guidelines can of course be con-
tinued with more general ones that apply to 
a wider set of projects. However, for the sub-
ject of embedded interaction with the Internet 
of Things at hand, we think it already covers 
a major part of potential issues extracted from 
our experiences. We see a considerable poten-
tial for others to avoid potential problems right 
at the initial phases of a project in this area.


Embedding interaction opportunities into 
everyday objects such as cups or mechani-


cal tools lets us seamlessly communicate and 
interact with the Internet of Things, creating a 
link between physical and digital worlds to an 
extent previously unknown. We unobtrusively 
and implicitly achieve our goals, complete our 
tasks, and thereby enable and use services our 
environment provides. 


The challenges this article introduces can 
help us ask the right questions at a project’s 
start, and the list of guidelines can point us 
toward solutions within the desired design 
space. Following those, applications focused on 
human-machine interaction are carried beyond 
ubiquitous computing to everyday computing 
with and within the Internet of Things.�
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T he Internet’s emergence and popularity has 
amplified the attention researchers and 
practitioners give to developing applications 


that execute across distributed, high-throughput, 
high-performance infrastructures. Grid environ-
ments allow applications from provider orga-
nizations to process information that might be 
provided by multiple consumer organizations. 
The key to this interaction is to take advantage 
of the computing resources local to all collabo-
rating organizations. When new capabilities 
require the workflow integration of distributed 
applications, then a need exists for a workflow 
manager module that ensures a grid workflow 
application’s functional process and a job sched-
uler module that actually enacts the operational 
code that realizes each underlying task. Manager 
and scheduler coordination requires support for 
both fault tolerance and recovery policies. Very 
often, scientists can’t treat a job’s failure within 
a flow in isolation, and they might need to apply 
recovery actions to preceding and dependent jobs 
as well. Grid services’ interaction with dynamic 
distributed resources makes fault tolerance a 
critical and challenging aspect of workflow man-
agement. Fundamentally, two significant options 
exist for performing fault tolerance in grid work-
flow environments.


The first is failure-management logic weaved 
into the code. This approach adds the complex-
ity of fault-recovery logic to the application 
flow. For example, Wei Tan and his colleagues 
investigated how to incorporate fault-handling 
and recovery strategies for jobs at modeling 
time without requiring the user to embed the 
recovery logic.1 However, their work requires 
modifying the original flow to incorporate 
fault-handling policies at modeling time.


The second option is managing workflow 
failures at runtime in parallel with functional 
processing. As with TRAP/BPEL (Transparent 
Reflective Aspect Programming/Business Pro-
cess Execution Language),2 an intermediate 
proxy captures operational commands from the 
workflow engine. This approach uses a separate 
runtime failure-handling approach for stateless 
Web services. However, unlike stateless services, 
defining recovery for stateful grid jobs is more 
challenging because jobs can fail at different 
stages of execution and might require differ-
ent recovery actions. Long-running jobs often 
require elaborate cleanup phases in the event 
of failure. Grid workflow developers, who often 
aren’t computer scientists, have trouble account-
ing for all the service interaction’s dynamics.


We believe that the most elegant approach 
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Grid applications composed of multiple, distributed jobs are common areas 


for applying Web-scale workflows. Workflows over grid infrastructures are 


inherently complicated due to the need to both functionally assure the entire 


process and coordinate the underlying tasks. Often, these applications are 


long-running, and fault tolerance becomes a significant concern. Transparency 


is a vital aspect to understanding fault tolerance in these environments.
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is a two-phased, semi-automated 
technique. The first phase, occur-
ring at deployment time, consists 
of automatic functional assessment 
techniques that decompose workflow 
logic into a set of recurrent applica-
tion behavioral patterns.3 The second 
phase, during operation time, com-
bines these behavioral patterns with 
user-defined policies to enable proxy 
services that transparently intercept 
and monitor job submissions and 
resolve faults at runtime. Here, we 
describe this approach and discuss 
the principles that make it effective. 


Understanding  
Fault Tolerance 
Previous research has broadly catego-
rized workflow failures as work item 
failures, deadline expiry, resource 
unavailability, external triggers, and 
constraint violation.4 We can handle 
some failures well by specifying 
recovery actions at modeling time. 
However, in an uncontrolled grid 
environment, exceptions also occur. 
Handling all this at modeling time is 
infeasible due to the high complexity 
that it adds to the workflow. It’s also 
infeasible to know a priori all the 
different failure scenarios that could 
arise. Several patterns exist that 
explain workflow and fault tolerance 
in these environments.3


Workflow Patterns
Several patterns capture reusable 
concepts in grid workflows:


•	 Data staging. Many grid jobs 
require input data, and, absent a 
shared file system, these data sets 
must be at the execution site (that 
is, staged in). A typical data-
staging pattern in workflows 
comprises staging in data from 
either producer jobs or defined 
inputs, followed by a job submis-
sion pattern. 


•	 Job submission. During synchro-
nous job submission, the work-
flow application submits jobs 


for execution, and the submis-
sion call doesn’t return until a 
job completes. However, during 
asynchronous submission, the 
job submission call returns with 
a job identifier with which job 
status updates can be obtained.


•	 Job monitoring. The workflow 
application can obtain job status 
updates via polling or notifica-
tion mechanisms. The workflow 
captures job execution comple-
tion status during various states 
of workflow operation. Some job 
execution failures can be handled 
by either resubmitting the job at 
the same domain or by migration 
to a new domain. 


We can broadly classify fault 
patterns observed due to workflow 
failure as job-submission failure, 
data-staging failure, job-execution 
failure, job-notification failure, and 
job-query failure. Figure 1 illustrates 
the interaction among these failures.


Fault-Tolerance Patterns
For the faults shown in Figure 1, we 
can also capture recovery actions 
as patterns (that is, fault-tolerance 
patterns):


•	 Retry job. The workflow applica-
tion resubmits a job for execu-
tion when an exception occurs 


during job submission or execu-
tion. In this pattern, the work-
flow submits jobs to the same 
domain. Resubmitting the job 
might require modifications in 
the job specification and resource 
requirements. For example, the 
workflow can recover submis-
sion failures that arise from the 
scheduling service’s temporary 
unavailability by resubmitting 
the job, whereas execution errors 
require a more detailed analysis 
of job state, status, and exit codes 
as well as significant domain 
expertise for fault handling. The 
workflow should automatically 
repoll or reregister for the new 
submission.


•	 Redirect job. Similar to the retry 
job pattern, the workflow redi-
rects a job to a different domain 
for execution when an exception 
occurs during job submission or 
execution. The workflow might 
select this fault-tolerance pattern 
because all its previous attempts 
at resubmitting to the same 
domain have failed or because 
the workflow has decided that 
submitting the job to the current 
domain has a low probability of 
success. The workflow restages 
the redirected job’s input data at 
the new target domain. Output 
data might need to be staged out. 


Job
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Figure 1. Statechart diagram capturing typical application behavioral patterns. 
We can see all the possible states in a job execution’s life cycle. A failure in 
one or more of these activities entails a transition to the failed state; each 
such transition represents a fault pattern.
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•	 Retry query. The workflow 
resumes polling for job-status 
registration for notification upon 
job resubmission. It transpar-
ently repolls the newly submit-
ted job (possibly using the newly 
returned job ID), which involves 
translating and modifying the 
original polling messages from 
the flow manager to map to the 
newly resubmitted job’s repolling.


•	 Force-fail. When no further prog-
ress is possible, the workflow 
changes the job state to “failed”.


These workflow and fault-tolerance 
patterns are reusable concepts that 
we’ve used in the design of a fault-
tolerant workflow manager that can 
handle failures at runtime.


Supporting Transparent 
Fault Tolerance 
Figure 2 illustrates an architecture 
for supporting fault tolerance in 
grid workflow environments. The 
components and arrows with solid 
lines indicate parts of the architec-
ture related to the workflow’s core 
business logic; those with dashed 
lines relate to the workflow’s fault-
tolerance and recovery portions. 


Within this architecture, domain 
experts use the workflow composer 
to specify the application’s busi-
ness logic using Oasis’s Web Service 
BPEL (WS-BPEL)5 and the Global 
Grid Foundation’s Job Submission 
Description Language (JSDL),6 which 
we refer to here as BPEL+JSDL. The 
domain expert should be concerned 
only with the application’s business 
logic and not with handling faults 
and exceptions. 


At deployment time, the devel-
oper passes the resulting workflow to 
the automatic adapter, which in turn 
automatically generates a function-
ally equivalent workflow with con-
text information. The proxy uses this 
embellished workflow description to 
monitor the interaction between the 
flow manager and the metaschedulers. 
The automatic adapter leverages an 
algorithm that identifies the known 
application behavioral patterns (such 
as job submission) within the work-
flow. The knowledge base stores the 
most updated application behavioral 
patterns. The developer can add new 
behavioral patterns to the knowledge 
base using the pattern and policy edi-
tor. The generated workflow, called 
the adapted workflow, would include 


context information required to coor-
dinate job execution. However, the 
adapted workflow doesn’t have any 
knowledge of how to handle faults 
at runtime. Instead, the adaptation 
incorporates some generic code for 
interception at sensitive points in 
the original BPEL+JSDL workflow. 
The most appropriate place to insert 
interception code in such a workflow 
is at the interaction points (that is, 
at the scheduler service invocation). 
The inserted code takes the form of 
standard BPEL constructs that auto-
matically replace invocations to the 
scheduler with invocations to the 
proxy. Using standard BPEL con-
structs ensures that the modified 
process is portable. This adaptation 
lets the transparent proxy modify 
the BPEL+JSDL workflow behavior 
at runtime.


Also at runtime, the workflow 
engine will execute the BPEL+JSDL 
workflow. A workflow engine can be 
any BPEL engine without modifica-
tion or extension. Note that during 
the automatic workflow adaptation, 
all the calls originally targeted for 
the local metascheduler are redi-
rected to the transparent proxy. So, 
the transparent proxy will intercept 
all calls to the metascheduler. The 
proxy will appear as a metasched-
uler to the workflow process and as a 
workflow process to the metasched-
uler — hence the name “transpar-
ent.” Its main responsibility includes 
submitting the intercepted jobs to 
the local metascheduler and notify-
ing the workflow process of the job 
status when it receives job-status 
updates from the metascheduler. In 
addition, it implements a pattern-
matching algorithm that monitors 
the intercepted calls’ behavior and 
provides fault-tolerant behavior 
when faults occur. 


We’ve implemented this archi-
tecture in a fault-tolerant workflow 
management prototype. The proto-
type comprises a workflow manager, 
proxy, and scheduler component. 
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Figure 2. A fault-tolerant grid workflow architecture. Solid lines refer to 
components related to the workflow’s core business logic; dashed lines relate 
to fault-tolerance and recovery components.
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To build this testbed, we used the 
ActiveBPEL flow engine (v4.1; www.
act ivevos.com/community-open 
-source.php), a metascheduler based 
on the Globus Toolkit (GT4),7 
and the GridWay metascheduler 
(v5.2.3). We used the Distributed 
Resource Management Application 
API (DRMAA)8 for job submission, 
monitoring, and control.


Effective Fault-Tolerance 
Principles
Based on the previously mentioned 
architecture, fault tolerance in grid 
workflow environments requires 
several principles to be effective:


•	 Generalized workflow behavior. 
Transparency requires the flex-
ibility to define application 
behavioral patterns, fault-toler-
ant patterns, and recovery poli-
cies, which might be stored in the 
system’s knowledge base as late as 
deployment and runtime.


•	 Behavioral pattern evolution. 
Recovery policies’ sophistication 
can grow with the knowledge of 
flow and fault patterns. Because 
workflows in the same application 
domain are functionally similar, 
developers must capture new com-
mon behavior as abstract, reusable 
concepts that are reconfigurable. 
Captured domain knowledge can 
be used to model the specifica-
tion of workflows, and application 
generators used to produce new 
systems from those high-level 
abstractions.


•	 Separation of workflow function-
ality and resources. The workflow 
manager is responsible for exe-
cuting the workflow according 
to the specified logic while being 
agnostic to resource allocation 
decisions. This allows for sys-
tem scalability for functional and 
nonfunctional concerns.


Effective fault-tolerance principles 
must align with the emerging tech-


nologies and techniques for deploying 
next-generation grid infrastructures.


Future Challenges 
As societal problems increase in 
scope, specialized solution archi-
tectures are needed to encapsulate 
multiple applications distributed 
remotely across multi-organizational 
resources. New challenges occur in 
handling faults in these next-gener-
ation environments.


Multitier distributed application 
architectures (for example, appli-
cations with a Web portal or an 
application and a database layer) 
are difficult to debug because faults 
could be spread across tiers. Each tier 
typically has its own failure foot-
print. So, instead of a generic proxy, 
specialized proxies for each tier with 
specialized tier-specific fault pat-
terns or recovery policies might be 
necessary.


Technologies such as cloud com-
puting are becoming hugely popular 
because of their cost advantages. 
However, managing such computing 
environments is complicated by an 
inherent lack of centralized control. 
Fault management in these shared 
infrastructures might need multiple 
proxies across resource domains to 
collaboratively detect faults and take 
corrective action.


On some occasions, failures in 
one application component can trig-
ger failures in others. Cascading 
faults can often hide the primary 
problem in a multicomponent dis-
tributed application. Accurate fault-
detection tools exist that analyze all 
components’ failure logs to recon-
struct the failure history and iden-
tify fault. However, as we distribute 
applications across domains, such 
fault history reconstruction becomes 
impossible. New tools and technolo-
gies are needed to deal with such 
situations. A significant challenge is 
how to model such distributed sys-
tems’ state quickly and accurately.


We need efficient algorithms 


that can automatically adapt com-
plex workflows before deployment 
and during execution to transpar-
ently enhance workflow execution. 
The algorithms should transform the 
directed graphs to support dynamic 
adaptation and optimal execution. 
Novel techniques are required that 
automatically modify existing work-
flow definitions to address concerns 
such as efficient data staging or 
redundancy introduction, in order 
to make them reconfigurable at 
runtime. This process simplifies the 
composite model specification, which 
would otherwise be cumbersome for 
domain specialists.


P roviding fault tolerance for grid 
workflows requires end-to-end 


coordination between the workflow 
manager and job scheduler. Robust 
workflow management for grid envi-
ronments must separate application 
business logic and recovery strategies 
while providing flexibility for defin-
ing application behavioral patterns, 
fault patterns, and recovery strategies 
late in the workflow life cycle. �
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M edia files are usually quite large, and 
media streaming places a big demand on 
streaming servers’ bandwidth resources. 


Using a peer-to-peer (P2P) network can reduce 
the load on servers by exploiting bandwidths 
from participating peers. Free riding, where a 
peer uses network services but doesn’t contrib-
ute resources, hurts any P2P network’s perfor-
mance and makes the streaming system hard to 
scale. Various incentive schemes are designed to 
fight free riding, but to analyze these schemes, 
we must first understand media streaming 
types, why P2P networks are adopted for media 
streaming, and P2P streaming topologies.


Understanding Media Streaming
Media streaming is available in two forms — live 
and on-demand. In live streaming, a user views 
a live event broadcast in real time — for instance, 
watching US President Barack Obama’s swear-
ing-in ceremony while it was occurring. With 
on-demand streaming, a user views archived 
content at any point in time, as when watching 
a recorded film or television show. 


Client–server protocols are used most to 
provide streaming solutions. YouTube is a good 
example of this model: client browsers request 
and stream from a central YouTube server. How-
ever, this means the problems inherent with a 
client–server architecture, such as server over-
load and bandwidth shortage, persist, and this 
approach depends substantially on the server’s 
availability and bandwidth capacity. 


In P2P networks, by contrast, peers can not 


only request media packets from the server but 
also from other peers. Because of peers’ con-
tributions, the system enjoys larger streaming 
capacity, is more resilient to peers’ failures or 
departures, and is scalable and more economical 
in terms of setting up the streaming infrastruc-
ture. Thus, compared to a client–server model, the 
P2P model is better suited to meet media stream-
ing applications’ demanding requirements. 


P2P Streaming Topologies
Incentive mechanisms for P2P streaming sys-
tems are typically designed with a particular 
system topology in mind. Several topologies 
exist in popular P2P streaming systems, and 
many apply to both live and on-demand stream-
ing systems. As Figure 1 shows, current P2P 
streaming systems fall into two categories: tree-
based and mesh-based. 


A tree-based system is a hierarchical system 
in which media packets originate from a root 
node and are forwarded by internal peers to all 
the nodes in the tree. The leaf nodes, residing at 
the bottom of the tree, don’t need to forward the 
packets any further. 


Tree-based systems experience two common 
criticisms. First, the media streaming rate from 
the root to any node can’t exceed the minimum 
outgoing bandwidth of any internal node along 
the path. So, an internal node with a small sup-
plying bandwidth becomes a bottleneck. Second, 
this approach doesn’t fully utilize the streaming 
system’s available bandwidth because leaf nodes 
don’t contribute any bandwidth. One proposal 
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to address these problems is to build 
multiple streaming trees, as in Split-
Stream,1 where a node joins as a leaf 
in one tree and an internal node in 
the remaining trees. 


Mesh-based systems organize 
peers in a dynamic mesh, in which 
a peer receives media chunks from 
multiple nodes. Using a buffer map, 
every peer node periodically adver-
tises its media chunks’ availability. 
In a mesh-based system, the stream-
ing paths are built entirely based 
on data requests. This eliminates 
the need to construct and maintain 
a fixed streaming topology, as in a 
tree-based system. CoolStreaming 
was one of the first systems to advo-
cate this data-driven design,2 and it 
quickly spurred the deployment of 
several other popular P2P systems, 
such as PPLive, PPStream, SopCast, 
and PULSE.


In a mesh-based P2P system, 
peers are less vulnerable to network 
dynamics. They pull media chunks 
from multiple peers, so a subset of 
peers departing has fewer detrimen-
tal effects on streaming quality. The 
first batch of popular P2P systems 
adopted a pull-based design, in which 
peers pull the desired media chunks 
by sending data requests. However, 
the periodic exchanges of buffer maps 
and transmissions of data requests 
result in long latency in media play-
back. More recent P2P streaming sys-
tems, such as GridMedia,3 Chainsaw,4 
PRIME,5 and BAR Gossip,6 adopt a 
hybrid pull–push-based method. In 
the pull phase, a peer receives media 
packets after sending request packets. 
Meanwhile, the other peers determine 
the packet transmission schedule 
based on these request packets. In the 
push phase, the peer pushes packets 
out based on the same schedule found 
in the pull phase, without repeatedly 
exchanging buffer maps and trans-
mitting data request packets. Among 
the systems, BAR Gossip is the only 
one designed to tolerate selfish and 
malicious nodes.


Table 1 summarizes the differ-
ences between the single tree, multi-
tree, and mesh-based topologies. In 
short, a tree-based system is more 
efficient in pushing data to its par-
ticipating peers with a short delay, 
whereas a mesh-based system is 
more resilient to peer churn and eas-
ier to scale to a larger size. This back-
ground can help us understand and 
analyze the incentive mechanisms. 


Evaluation Criteria  
for Incentive Schemes
Measurement studies on PPLive7 
and SopCast7,8 suggest that these 
deployed systems don’t have incen-


tive schemes to encourage contribu-
tions from all peers. These studies 
clearly point to the need to develop 
such mechanisms to motivate peers 
to contribute more resources. Here,  
we identify several evaluation crite-
ria for a good incentive scheme.


Tolerance to Peer Churn
Peers can enter and leave a system at 
any time. If a supplying peer leaves 
in the middle of a transmission, the 
requesting peer must find a new 
supplier immediately. Any incen-
tive mechanism should consider the 
impact of peer churn in designing 
how to reward or penalize peers. 


P2P streaming


Tree-based Mesh-based


Single tree


Centralized Distributed


CoopNet SplitStream1.  Nice
2.  Zigzag


1. Coolstreaming
2. PPLive
3. PPStream
4. SopCast
5. PULSE


1. GridMedia
2. Chainsaw
3. PRIME
4. BAR Gossip
. . .


Multi-tree Pull-based Push–pull


Figure 1. A classification of current peer-to-peer (P2P) streaming systems. P2P 
systems fall into two main categories: tree-based and mesh-based.


Table 1. Different streaming topologies.


Single tree Multi-tree Mesh-based


Resilience to peer 
churn


Poor Medium Good


Construction and 
maintenance


Medium Large overhead Easy to maintain


Bottleneck Low-bandwidth 
internal nodes


Low-bandwidth 
internal nodes, but 
not as severe as in 


the single tree


No


Load balancing No Among trees Among nodes


Initial start-up 
delay


Low Low High
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Accounting for  
Heterogeneity in Peers
Peers participating in a streaming 
session are likely to be heterogeneous 
in many aspects: bandwidth capacity, 
playback time, computing resources, 
buffering capacity, and geographical 
location. Striking a delicate balance 
between the needs and contributions 
of low- and high-capacity peers can 
be a challenge, as can accommodat-
ing the differences among peers. 


Security against Malicious Peers
Peers are self-interested and want 
to maximize their individual gains. 
Well-behaved peers will do so within 
the limits of built-in incentive 
schemes. Malicious ones will likely 
exploit incentive mechanisms by, 
for example, misrepresenting their 
identities, defecting on their contri-
butions, putting up false reputations, 
generating numerous false identities, 
or colluding with other peers. Thus, 
the incentive mechanism should be 
trustworthy, robust against these 
attacks, and ensure fair exchanges 
in the system. 


Topological Considerations
In both on-demand and live-streaming 
systems, peers are connected differ-
ently in single tree, multi-tree, and 
mesh-based topologies. An incen-
tive mechanism must consider peers’ 
upstream and downstream relation-
ships to quantify their contribution 
levels and design an effective reward-
ing (or punishing) scheme. 


Centralized or  
Distributed Mechanism
The incentive mechanism should 
ideally have minimum dependen-
cies. Thus, a distributed algorithm 
is more preferable over a centralized 
one, but, simultaneously, the com-
munication or computation overhead 
shouldn’t be too high. 


Incentive Schemes 
We can apply four specific incentive 


mechanisms to P2P streaming sys-
tems: reciprocal, reputation, game 
theory, and taxation. 


Reciprocal Mechanisms 
Reciprocal mechanisms follow the 
tit-for-tat strategy BitTorrent uses. 
Each peer measures its neighbors’ 
streaming rate and sorts those neigh-
bor peers based on their upload rate. 
Periodically, peers make unchoking 
decisions in which they distribute 
their own limited uploading band-
width accordingly, starting with the 
fastest uploader. Hence, a peer will 
upload more to other peers that have 
contributed more to it. A free rider 
that doesn’t upload media packets to 
any peer suffers from poor stream-
ing quality. 


Both mesh- and tree-based P2P 
streaming systems have used recip-
rocal mechanisms, and Tsuen-Wan 
Ngan and his colleagues adapt this 
tit-for-tat idea to multi-tree-based 
P2P streaming systems.9 In tree-
based systems, a peer becomes a free 
rider when it stops forwarding pack-
ets to its downstream peers or refuses 
to accept any downstream peers. To 
address this free-riding problem, the 
authors propose reconstructing mul-
ticast trees periodically. Such recon-
structions are sufficiently different 
from the old trees to change the 
upstream and downstream relation-
ship. Thus, a free rider can’t always 
act as a leaf node.


PULSE, a mesh-based system, 
uses optimistic tit-for-tat to select 
peers to upload streaming packets.10 
The policy helps uncover peers that 
have provided packets in the recent 
past and expressed interest in the 
same streaming playback window. 
Unlike PULSE and other work that 
considers single-layer videos, Layer
P2P streams layered videos in a 
mesh-based system.11 With layered 
videos, if a peer receives more video 
layers in order of importance, then 
it can display videos of better qual-
ity. LayerP2P exploits this property 


and uses a tit-for-tat strategy to send 
more video layers to peers that have 
supplied a large number of video lay-
ers in the recent past. 


We can use our evaluation crite-
ria to assess reciprocal schemes.


Tolerance to peer churn. A peer 
depends on its private history of past 
measurements to decide whether 
to upload packets. In a reciprocal 
scheme, peer departures don’t have 
a big negative impact on the system, 
except for leaving some stale entries 
related to old peers. However, when 
a new peer joins, it raises the ques-
tion of how to treat that peer because 
existing peers don’t have past infor-
mation about it. A common idea is to 
grant the peer a grace period when 
it will receive packets from existing 
peers without a record of past con-
tributions. This opens the door for 
a selfish peer to exploit the system, 
becoming a free rider by frequently 
joining as a new peer. 


Accommodation for heterogeneity. 
As mentioned, in streaming ap
plications, especially on-demand 
streaming, peers have different 
playback times, and they exchange 
buffer maps to inform other peers 
about media packet availability. 
Consider a peer P1 with a playback 
time T1 and another peer P2 with a 
playback time T2, where T1 > T2. P1’s 
buffer map contains the segments 
that P2 needs, whereas P2’s buffer 
map contains media segments that 
P1 has already viewed. If a recipro-
cal mechanism is strictly enforced, 
P1 will stream at a low rate to P2 
because P2 can only serve P1 with a 
limited set of media segments that 
the latter needs. Consequently, us-
ing tit-for-tat, a peer can get good, 
comparable streaming service only 
from fellow peers with similar play-
back times, contribution levels, and 
bandwidth capacity. In P2P stream-
ing systems, where the demand 
on bandwidth contribution is very 
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high, this limitation reduces the ef-
fective set of supplying peers and 
results in worse streaming quality.


Security against malicious peers. 
A reciprocal scheme is vulnerable 
when peers defect — that is, choose 
to contribute less to the system. Con-
sider a scenario in which a peer P1 
defects once and streams at a low 
rate to peer P2. Peer P2 will retaliate 
and send streams at a lower rate to 
P1, which in turn streams at an even 
lower rate to peer P2 in the future. 
This continues until collaboration 
dies between P1 and P2, which could 
result in a collapse in system stream-
ing capacity when the percentage 
of defected peers reaches a certain 
threshold. Rekindling collaboration 
is a big challenge. 


Topological considerations. Recip-
rocal schemes work for peers when 
peers send and receive media packets 
in both directions. They work in both 
multi-tree and mesh-based systems. 
In single tree-based systems, media 
packets flow only in one direction, 
from upstream nodes to downstream 
ones. Based on reciprocal policy, 
upstream nodes would stop stream-
ing to downstream nodes due to a 
lack of contributions from the latter. 
This totally breaks down the single-
tree-based streaming system. 


Centralized or distributed mecha-
nism. Each peer maintains a private 
history locally by calculating each of 
its neighbors’ streaming rates. The 
incentive mechanism operates locally 
at each peer and is hence distributed. 


Reputation-Based Mechanisms 
Reputation-based systems assign a 
peer a score according to its contri-
bution, subsequently mapping the 
score to a global rank (or reputation), 
which determines the peer’s prior-
ity in receiving media service. This 
strategy differs from the reciprocal 
approach in that it relies on a global 


reputation to differentiate service 
and encourage cooperation.


In one reputation-based system,12 
when a peer with score Si issues a 
request for a media segment, nodes 
with scores less than or equal to Si 
will respond to the request. A peer’s 
contribution determines the score, 
which the system then maps into a 
percentile rank based on the global 
distribution of scores. So, a peer 
with a high percentile is likely to 
have a large set of candidate supply-
ing peers from which it can receive 
media segments, whereas a free rider 
with a low percentile wouldn’t be 
able to get packets from other peers. 
The PULSE system also employs a 
history score to maintain all past 
interactions with every other peer.10 
PULSE uses this score to complement 
tit-for-tat in selecting peers. 


EigenTrust is another well-known 
reputation-based algorithm,13 in 
which a peer ranks other peers 
and assigns each one a local trust 
value. The algorithm calculates a 
peer’s global reputation, similar to 
Google’s PageRank algorithm, as a 
weighted average of the local trust 
values other peers have assigned it. 
EigenTrust then computes weights 
iteratively from the assigning peers’ 
global reputation. Many iterations 
might be required to converge to 
peers’ global reputation values. In 
P2P streaming, peer connections 
are highly dynamic, and media seg-
ments are time-sensitive, so deciding 
whether the algorithm’s converging 
speed is fast enough to keep up with 
the connection dynamics and media 
playback is still an open question for 
P2P streaming system designers. 


Let’s analyze reputation-based 
systems in more depth. 


Tolerance to peer churn. Similar to 
tit-for-tat schemes, it takes time for 
new peers to establish reputation. 
They receive an initial grace period 
that free riders can exploit to obtain 
unfair benefits from the system. 


Accommodation for heterogeneity. 
Like tit-for-tat, a service differentia-
tion exists among peers. Those with 
poor bandwidth resources are likely 
to have lower reputation scores in 
the system. In return, they’ll have 
lower priority in selecting which 
peers to obtain media packets from 
and will suffer from poor stream-
ing performance. On the other hand, 
peers with large bandwidth capacity 
have higher priority and enjoy better 
streaming performance. 


Security against malicious peers. 
Global reputation values are impor-
tant in deciding whether to reward 
or punish peers, but malicious peers 
can manipulate these values. Three 
common attacks occur: whitewash-
ing, sybil, and collusion. In white-
washing, an attacker keeps changing 
identities to enjoy the benefits as a 
newcomer, thus escaping punish-
ment. In a sybil attack, the attacker 
creates numerous identities and uses 
them to receive a large share of sys-
tem resources and gain substantial 
influence in reputation management. 
In a collusion attack, a group of 
peers work together to misrepresent 
information and boost each group 
member’s reputation. Coping with 
these attacks is a big challenge for 
reputation schemes. 


Topological considerations. The rep
utation scheme is applicable to both 
tree- and mesh-based systems. In 
a mesh-based system, a peer can 
simply use the reputation value to 
decide how to allocate its upload-
ing bandwidth to its neighbor-
ing peers. For a non-leaf node in 
a tree-based system, Song Ye and 
colleagues propose periodically 
evaluating its children peers’ con-
tribution levels.14 If a descendant 
peer defects and refuses to stream 
media segments down the tree, then 
the parent peer will select another 
peer, possibly a descendant of the 
defecting one, as its child. Thus, 
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the media streaming tree’s topol-
ogy changes dynamically based on 
peers’ contribution levels. 


Centralized or distributed mecha-
nism. In systems that rely on a cen-
tral service to calculate, maintain, 
and communicate global reputation 
values, the central server is a poten-
tial bottleneck in streaming per-
formance. In distributed schemes, 
converging to global trust values 
takes time.


Game-Theoretic Mechanisms 
In P2P streaming systems, peers 
are strategic players. They want to 
maximize their payoffs — that is, 
the quantity and quality of stream-
ing packets received from the system 
— but simultaneously reduce their 
costs — the number of media packets 
they contribute to the system. Game 
theory is a popular modeling tool 
for studying strategic interactions 
among such rational players. Using 
its concepts and tools, we can derive 


when peers’ strategy choices become 
stable and no peer has an incentive to 
change from its equilibrium choice. 
This is very appealing in a dynamic 
P2P streaming environment. 


The game usually consists of a 
set of N players, each player’s avail-
able set of strategy choices, and each 
player’s payoff function as a result of 
the actions other players take. Mark 
Kai Ho Yeung and Yu-Kwong Kwok 
formulated a simple game to model 
the packet-exchange process between 
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two players in a P2P streaming sys-
tem.15 Here, each player must decide 
how many media packets to send to 
the other peer, and its payoff function 
is the streaming performance gain 
from receiving media packets back 
minus the cost of uploading pack-
ets. In every round, peers exchange 
packets among themselves and cal-
culate their action for the next round. 
Because their interactions continue 
as long as they stay in the system, 
this packet-exchange process is mod-
eled as an infinitely repeated game. 


An important concept in game 
theory is Nash equilibrium. In the 
game just described, this concept 
answers the following questions: 
When will the two players settle 
down on their choices for each 
round? What will be their equilib-
rium choice, given the knowledge of 
the other player’s choice? In a simple 
two-player game, tit-for-tat is an 
effective mechanism.16 However, in 
P2P streaming systems, a peer inter-
acts with a big set of neighboring 
peers. It isn’t clear whether tit-for-
tat remains an effective mechanism 
in such a large distributed system. 
For larger systems, EquiCast extends 
game theory modeling to a system of 
N peers.17 It encourages cooperation 
using two schemes. The first requires 
each peer, p, to keep a private his-
tory of every neighbor peer, q, as the 
difference between the number of 
media packets sent from q to p and 
the average link throughput. We can 
consider a node q to be cooperative 
as long as its balance is greater than 
a predefined negative threshold, L. 
The second scheme imposes a pen-
alty of one packet per round when 
the neighbor node q’s balance goes 
below the threshold L. This forces 
peers to contribute to the level of 
expected link throughput in the sys-
tem. The authors proved that when 
all the peers are selfish, every pro-
tocol-obeying strategy in which a 
peer cooperates with its neighbors is 
a Nash equilibrium.


Nash equilibrium is a concept 
in noncooperative game theory — it 
doesn’t model a scenario in which a 
set of peers form a coalition to seek 
better payoffs for players. Coopera-
tive game theory, on the other hand, 
introduces solution concepts requir-
ing that no set of players be able to 
break away and reap more payoffs 
for every player in the set. In P2P 
streaming, each peer chooses its 
upstream and downstream peers. We 
can model this clustering of peers 
in an upstream/downstream rela-
tionship as a coalition. Yeung and 
Kwok also formulated a cooperative 
game to model how a parent selects 
its children peers and how a child 
selects the best parent based on its 
share of values.18


Although theoretically elegant, 
game-theoretic schemes face several 
challenges. 


Tolerance to peer churn. In game-
theoretic modeling, the Nash equi-
librium strategy and the stable 
coalition derivations have made an 
implicit assumption that the network 
topology is static and that every 
peer stays in the system until the 
game ends. How each peer’s game-
theoretic strategy performs in real-
world scenarios with frequent peer 
joins and departures is probably not 
tractable for theoretical analysis, 
but we can evaluate it through sim-
ulations and experiments. Thus, it 
should be an area of active research 
in the future.


Accommodation for heterogeneity. 
For game theory models to be trac-
table, we must usually assume that 
peers have identical payoff functions 
and strategy choices. Clearly, real 
systems challenge this assumption 
because peers differ in their band-
width resources, storage capaci-
ties, and display sizes. Again, how 
heterogeneous peers perform using 
game-theoretic strategies remains to 
be evaluated through experiments.


Security against malicious peers. 
The solution concepts in coopera-
tive game theory help us understand 
when peers will benefit by forming 
a colluding group, rather than act-
ing individually. It provides a useful 
theoretical tool to analyze whether 
an incentive scheme is subject to 
collusion attacks, but it’s of limited 
use in analyzing sybil and white-
washing attacks. 


Topological considerations. Research-
ers have used game-theoretic analy-
sis to model peer interactions in both 
tree- and mesh-based topologies. In 
tree-based systems, the analysis pro-
vides guidelines for a parent peer 
to select its children such that the 
parent-child relationships are stable. 
In mesh-based systems, the analysis 
helps a peer decide how many media 
packets to upload to each neighbor-
ing peer based on a past history of 
their interactions. 


Centralized or distributed mecha-
nism. To make an intelligent, stra-
tegic choice, every peer must have 
complete information about every 
other peer in the system, including 
their payoff functions and possible 
strategy choices. Peers can obtain 
this information either from a cen-
tral entity or through information 
exchanges among peers. Once every 
peer has sufficient information 
about the game, it makes its strategy 
choices independently — thus each 
peer’s strategy execution is fully 
distributed. 


Taxation Mechanisms 
Reciprocal, reputation, and game-
theory-based algorithms differentiate 
peers based on their contributions. 
With such schemes in place, a peer 
with inherently fewer resources can 
view only a poor-quality playback. 
Yang-Hua Chu and his colleagues built 
a taxation scheme that relaxes this 
strict contribution-based differentia-
tion.19 The scheme motivates peers to 
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contribute services that are commen-
surate with their resource levels and 
requests that those with larger band-
width upload and contribute more 
to the system. By leveraging such 
altruistic behavior from resource-rich 
peers, a taxation scheme improves 
the system’s social welfare — that is, 
the overall streaming quality that all 
users in the system perceive.


The authors built the taxation 
scheme in a streaming system using 
a multi-tree topology. Every peer 
randomly selects a tree and joins it 
as an interior node, where it contrib-
utes to the system by sending media 
packets to its descendants in the tree. 
The peer joins the remaining trees as 
a leaf node, where it receives media 
packets from its upstream peers. 
So, the peer assumes a supplier role 
when working as an internal node 
and a consumer role when acting as 
a leaf node. This simple relationship 
makes it easy to engineer a taxation 
scheme in the system. To forward f 
unit bandwidth, a peer shall config-
ure the internal node’s fanout (that 
is, the number of outgoing branches) 
to be f. To receive r unit bandwidth, 
the peer should join r trees. We make 
these calculations based on a tax 
schedule, which determines peers’ 
upload rates. A central authority, 
usually the media stream’s publisher, 
exercises a tax for downloading, 
such that the system’s net revenue is 


optimal. The authors have success-
fully deployed this system to broad-
cast many events, including ACM 
SIGCOMM conferences, Carnegie 
Mellon commencement ceremonies, 
and distinguished lectures. 


Taxation schemes are a relaxed 
form of incentive mechanism, but 
let’s see how they work against our 
evaluation criteria.


Tolerance to peer churn. As Chu and 
colleagues pointed out,19 one pos-
sible objection to a taxation scheme 
is that mandatory taxation might 
take over and discourage voluntary 
contributions from altruistic peers. 
When altruistic peers leave, the 
remaining peers in the system will 
experience service degradation or 
even system collapse. In addition, 
like any other tree-based system, a 
peer’s departure leads to streaming 
tree reconstruction. This increases 
costs and streaming delays.


Accommodation for heterogeneity. 
Taxation schemes aim to improve 
overall streaming quality for hetero-
geneous peers, whether they’re rich 
or poor in resources. This is certainly 
good news for resource-poor peers, 
but it presents challenges in envi-
ronments such as enterprises and 
universities that host resource-rich 
ones. Their peer nodes are usually 
leveraged as big contributors in the 


system. We’ve seen strong resistance 
to Skype, a popular P2P voice-over-
IP application, from several universi-
ties, which ban the application from 
campus networks partly because the 
Skype network often uses university 
nodes as supernodes, forwarding 
substantial traffic through the uni-
versity network.


Security against malicious peers. 
We can apply taxation schemes only 
when resource-rich peers are willing 
to contribute more bandwidth to sub-
sidize those with slow Internet con-
nections. This condition is true in a 
trusted environment — for example, 
within a university, where peers are 
well aligned in their normal Internet 
activities. It might not work well in a 
more diverse environment with many 
malicious peers attempting to exploit 
the system for more benefit, however.


Topological considerations. The cur-
rent taxation implementation uses a 
multi-tree topology. For each peer, 
it easily maps the targeted level 
of the peer’s bandwidth contribu-
tions to the number of downstream 
peers that the peer should have and 
directly relates the peer’s bandwidth 
gain to how many trees that peer 
joins as a leaf node. In a mesh-based 
system, the peer’s fanout degree 
and number of upstream parents 
are largely driven by data requests. 


Table 2. P2P streaming incentive mechanisms. 


Incentive Key advantages Primary concern


Reciprocal Maintaining a private history of 
download rates and rewarding peers 
accordingly


Simple, intuitive, easy to implement Data available only from similar 
peers


Reputation Using a global rank of peers to 
decide priority in selecting peers and 
desirable media segments


More accurate measurement of 
peers’ contributions


Vulnerable to a range of security 
threats


Game-
theoretic


Deriving peer strategy through 
game-theoretic modeling and 
analysis


Provides insights on when the 
system stabilizes and is resistant to 
collusion attacks


Assumes that the network topology 
is static and that every peer has the 
same payoff functions and strategy 
choice set


Taxation Having peers with larger bandwidth 
contribute more to the system


Encourages peers to contribute as 
much as they can while improving 
the system’s social welfare


Doesn’t eliminate free riders 
and is only applicable in trusted 
environments
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Each peer is bound to have a differ-
ent number of upstream and down-
stream peers. Hence, tracking such 
information for every peer in a 
mesh-based system and enforcing a 
tax schedule would be a formidable 
task for a central server. 


Centralized or distributed mecha-
nism. This scheme requires a central 
authority to impose the tax schedule. 
If a media stream publisher assumes 
this role, it must remain in the loop 
at all times and is likely to be a bot-
tleneck in the system. 


A s we can see, no single incen-
tive mechanism is perfect and 


works in all scenarios. Table 2 
presents a summary of the P2P 
streaming incentive mechanisms, 
including their advantages and con-
cerns. P2P system designers should 
adopt incentive schemes that meet 
their application requirements. The 
next generation of P2P streaming 
systems should address the chal-
lenges in existing schemes — they 
should be fully distributed and scal-
able, should leverage sound theo-
retical tools to cope with security 
threats, and should be easy to imple-
ment and deploy in practice.�  
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I nternet users employ Web blogs, or 
blogs, for various reasons, including 
to disseminate information, discuss 


ideas, and ask questions. The blogo-
sphere is the collection of all blogs and 
their interconnections, which can serve 
as a social network as participating 
bloggers form an online community. 
Blog content is unique in that it often 
contains both structured and unstruc-
tured information; bloggers often write 
entries in a rambling, unstructured 
narrative style, sometimes with spelling 
and grammatical errors. Bloggers might 
also use new words and grammar as a 
means to uniquely express an opinion.


Blogs act as rich sources of knowl-
edge that can serve a variety of pur-


poses.1 Because of the increasing 
number of blogs and their unique 
characteristics, developing techniques 
for searching and mining them has 
become important. Individuals can 
use mined information from blogs to 
determine topics that are popular at a 
particular point in time, such as mov-
ies or interesting tourist destinations. 
In addition, we can apply knowledge 
discovery algorithms to determine why 
such topics are popular and catego-
rize them according to blogger profiles 
and communities.2 Blog recommenda-
tion engines, such as the one built in 
to Google Reader (www.google.com/
reader), use mined information from 
diverse sources, including blogs, to 


Knowledge discovery in blogs is different from knowledge discovery in areas 


such as databases or Web documents due to blogs’ unique characteristics, 


which introduce additional mining challenges. Although researchers have 


investigated several techniques to address different aspects of blog discovery, 


no comparisons among key knowledge discovery techniques for blogs exist. 


This article examines three prominent techniques that are frequently applied 


to discovery in blogs — clustering, matrix decomposition, and ranking. 


The authors compare them in terms of effectiveness in combating present 


challenges and their ability to accomplish challenging tasks required for 


effective blog mining.
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make personalized, relevant recommendations 
to different individuals. Companies can use 
knowledge discovered in blogs to profile con-
sumer preferences and obtain direct feedback 
about products through blog-style product 
reviews voluntarily written by enthusiastic 
consumers (see http://online.wsj.com/article/
SB124045072480346239.html). Aggregating 
numerous blogs that offer diverse opinions 
on the same topic provides valuable collective 
wisdom and can, for instance, help individuals 
make a collective judgment about a particular 
product that they’re considering.3 Analytical 
tools applied to mine blogs for commercially 
available products can be helpful in indicating 
sales volumes and predicting market trends.4 
Figure 1 shows applications for knowledge dis-
covery in blogs.


Several commercial Web sites, such as Blog-
pulse (www.blogpulse.com), Technorati (www.
technorati.com), and Google Blog Search (www.
blogsearch.google.com), are available for mining 
and analyzing blog content. They provide ser-
vices that include searching blogs based on 
query keywords, ranking blogs according to 
popularity, and identifying trends in keywords 
seen in the blogosphere. However, because 
blogs are very dynamic, we can’t easily apply 
traditional Web mining techniques to them. 
Researchers have been tremendously active in 
inventing and prototyping knowledge discovery 
algorithms for blogs that address various inher-
ent challenges. To provide a general understand-
ing about the process of mining knowledge from 
blogs, we outline a framework to characterize 
the steps involved. We also classify techniques 
into three knowledge discovery methods: clus-
tering, matrix factorization, and ranking. 


Blog Mining Framework
Figure 2 shows our framework for knowledge 
discovery in blogs, which includes a spider, a 
parser, a preprocessor for preparing the data for 
input to the discovery algorithms, discovery 
algorithms, and a viewer for viewing discov-
ered knowledge. 


Blog spiders are similar to standard Web page 
spiders except that they need to download blog 
entries much more frequently, possibly even 
every minute, depending on the frequency with 
which bloggers update their entries. An alterna-
tive to storing and monitoring numerous blogs is 
to connect to popular blog search engines such 


as Technorati and Google Blog Search, perform a 
search on their entries, and combine the results.


A blog parser extracts information from 
blogs, including keywords or phrases, names 
of people, products, and organizations, and 
other patterns, such as dates, times, numeri-
cal expressions, monetary amounts, email 
addresses, and URLs. Before we can apply 
discovery algorithms to the blog parser’s 
output, some preprocessing must occur that 
involves converting the parsed information 
into the required input format for a particu-
lar algorithm. For instance, a graph-based 
ranking technique for blog discovery might 
require that a set of n blogs be represented as 
a directed graph with the adjacency matrix 
G, where Gij = 1 if blog i links to blog j, and 
Gij = 0 otherwise.5 Researchers apply discov-
ery algorithms to the preprocessed data that 
produce output in the form of numerical or 
text-based data representing the discovered 
knowledge. Interpreting these results quickly 
and intuitively is imperative, and knowledge 
discovery methods frequently employ visu-
alization techniques such as bar charts and 
node graphs to accomplish this. Effectively 
visualizing discovered knowledge from blogs 
can let users easily identify important trends, 
comprehend time-sensitive blog topics at a 
glance, identify interesting communities, and 
gain a quick understanding of bloggers’ col-
lective opinions on significant topics.


Knowledge Discovery Challenges
On the basis of a review we conducted on state-
of-the-art work on knowledge discovery in 
blogs, we compiled a list of the major challenges 
that govern this problem (see Figure 3a). Some 
challenges are unique to blogs, whereas others 


Applications of knowledge
discovery in blogs


Trend
analysis


Topic
detection


Opinion
retrieval


Collective
wisdom


 Community factorization


Figure 1. Knowledge discovery in blogs. Knowledge discovery is 
usually conducted to answer specific questions. We can capture 
this in terms of these four specific application areas. Some 
applications might consider the community of bloggers and 
dynamics between individuals or groups of bloggers. 
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are more broadly applicable to discovery in any 
problem domain.


Content Change Frequency  
and Unpredictability
Predicting when and how frequently new blog 
content will change can be difficult. Content 
might include new entries from the blogger or 
comments responding to a post. Blog entries 
sometimes appear in bursts, depending on the 
author’s enthusiasm for the topic and avail-
ability to write. On The New York Times’ Bits 
blog, Saul Hansell posted an entry entitled 
“The Problem with Cable Is Television” on 1 
May 2009 at 12:40 p.m. (see http://bits.blogs.
nytimes.com/2009/05/01/the-problem-with 
-cable-is-television/?apage=3#comments). The 
blog received its first comment at 1:30 p.m., 20 
more by 2:30 p.m., and seven more by 3:30 p.m.; 
it had 46 comments by the day’s end. The blog 
had its last and 85th comment on 14 May at 
4:17 p.m. (last checked on 14 May). Thus, within 
approximately 12 hours of posting, the blog 


received half the total comments it received 
over two weeks, illustrating that the interest 
in a single post can vanish quickly over time. 
Knowledge discovery algorithms must be flex-
ible enough to accommodate blogs that change 
every minute compared to those that change 
only once a week. For blogs that change fre-
quently, discovery algorithms must be dynamic 
so that they can update their existing content 
with new results without diminishing the data’s 
meaning or importance. 


Blogger and Blog Content Evolution
Bloggers’ personal tastes, beliefs, and inter-
ests can change over time, influencing the 
type of content they post and whether the blog 
remains active, inactive (or dormant), or dies. 
For instance, although Opher Etzion’s blog on 
“Event Processing Thinking” (www.epthinking.
blogspot.com) mostly contains posts on event 
processing, Etzion also occasionally blogs about 
diverse topics that shape his day-to-day expe-
rience, such as “Friday the 13th,” and insights 
from a vacation in Finland. Data acquisition 
techniques for discovery algorithms that tar-
get specific blogs on specific content must be 
prepared for such changes, and discovery algo-
rithms need to be sensitive to the blog data’s 
temporal characteristics.6


Scalability
BlogScope, a system for analyzing temporally 
ordered streaming text online, currently tracks 
more than 36.88 million blogs with 837.39 mil-
lion posts in the blogosphere. On average, the 
crawler for this system fetches 14,000 new doc-
uments every hour.7 So, knowledge discovery 
techniques must be computationally efficient to 
process blog data at this magnitude.


Amorphous Blog Structure and Connectivity
The connectivity between blogs that arises due 
to cross-postings and cross-linking from dif-
ferent bloggers in a community is dynamic 
and unpredictable. By addressing the amor-


Blog-discovery
algorithms


Blog spider 
Blog entries


Blog parser VisualizationPreprocessing and
data formatting


Figure 2. Knowledge discovery process for the blogosphere. Before researchers can execute algorithms for knowledge 
discovery, systems must first crawl the Web, aggregate different sources of blogs, parse their contents, and provide this 
data as input to discovery algorithms.


Knowledge discovery
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blog content
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knowledge discovery in blogs
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Identi�cation of
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discovery goals
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unstructured
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Figure 3. Knowledge discovery (a) challenges and (b) tasks in blogs. 
Some of these challenges are unique to blogs, whereas others are 
broadly applicable to discovery in many domains. 
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phousness of blog structure and connectivity, 
knowledge discovery algorithms can achieve 
community detection. Algorithm designers 
can then combine these issues with different 
discovery goals, such as trend analysis and 
hot-topic discovery, to provide vivid and inter-
esting results. Blogs’ community structure and 
connectedness (in addition to number) also 
changes rapidly.7,8 Since its inception, the blog 
“Sramana Mitra on Strategy” (www.sramana 
mitra.com), for instance, has been syndicated 
by Seeking Alpha, Yahoo! Finance, ReadWrite-
Web, Cadwire, Emergic, GigaOm, TheStreet.
com, and many other Web sites, leading to a 
rapid increase in the connectivity and commu-
nity structure of Mitra’s blog. Data acquisition 
techniques for discovery algorithms can lever-
age such connectivity to discover other relevant 
blogs to mine, and discovery algorithms can 
incorporate community structure with knowl-
edge discovery to find interconnecting relation-
ships and patterns.


Knowledge Discovery Tasks
In addition to addressing the challenges inher-
ent to blogs, relevant literature indicates that 
knowledge discovery techniques must accom-
plish particularly challenging tasks to accu-
rately and effectively discover knowledge. Let’s 
look at some key tasks (see Figure 3b).


Visualization
One general knowledge discovery challenge 
is quickly summarizing discovered results in 
a concise, easy-to-understand, intuitive for-
mat. Knowledge discovery algorithms’ out-
put doesn’t necessarily meet these criteria 
and could be very large and convoluted. So, 
researchers developed visualization techniques 
to better convey these algorithms’ results. 
BlogScope (www.blogscope.net) assists users 
in discovering interesting information from 
millions of blogs via visualization techniques 
such as popularity curves, information burst 
identification, related terms, and geographical 
search. Engineers can then implement them 
on top of knowledge discovery algorithms to 
mine blog data. Figure 4a shows a screenshot 
of BlogScope’s hot keyword cloud and top vid-
eos for 9 December 2009. ManyEyes (many 
eyes.alphaworks.ibm.com) is another site that 
enables data visualization, including blog data. 
Figure 4b shows a phrase net from ManyEyes, 


which displays a network of related words and 
phrases, about a blog entry on US Supreme 
Court nominee Sonia Sotomayor. 


Identifying Authoritative  
and Reliable Sources
Measuring blog participants’ authority is 
becoming increasingly important, particu-
larly when professional application areas are 
involved.9 Authoritative bloggers might be 
experts on a particular subject or persuasive 
forces that influence others. Weighing blog 
posts with respect to the author’s authority is 
a significant challenge for knowledge discov-
ery algorithms. Another aspect to this problem 
is verifying the authenticity of data shared on 
blogs. Information frequently flows from blog 
to blog, making it difficult to track the informa-
tion’s origin, provenance, or credibility.10 Dis-
covery algorithms that incorporate techniques 
such as pattern mining to discover information 


(a)


(b)


Figure 4. Visualization techniques for information mined from blogs. 
We can see (a) BlogScope’s hot keyword cloud and top videos for 
9 December 2009 as well as (b) a ManyEyes phrase net for a blog 
entry about US Supreme Court nominee Sonia Sotomayor.
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flows between blogs can use such patterns to 
give users more reliable data.


Accommodating Multiple, Diverse Goals
Given the variety of uses for knowledge discov-
ered from blogs, a particular discovery technique 
should be capable of discovering knowledge in 
multiple facets. For instance, if we can use the 
same technique for topic detection and trend 
analysis, this technique would be more widely 
applicable to a large user base. Clustering-based 
knowledge discovery techniques, for example, are 
effective at detecting hot topics and extracting 
stories,8 extracting trends by creating persistent, 
time-resistant keyword clusters,7 discovering 
blog communities by clustering blogs by topic,2 
and clustering blogs with collective wisdom.11


Using Structured and  
Unstructured Blog Content
Tagging is a popular phenomenon in blogs. 
Users tend to employ descriptive tags to anno-
tate the blog content they’re interested in. In 
addition to mining unstructured text in blogs, 
discovery algorithms could leverage structured 
information such as tags to discover social 
interests, for instance.12


Knowledge Discovery Strategies
We examined three of the most popular strategies 
for discovering knowledge in blogs (see Figure 5): 
clustering, matrix factorization, and ranking.


Clustering 
Clustering is one of the most common machine 
learning techniques researchers have applied to 
knowledge discovery in blogs.7,8,11 Clustering 
assigns a set of observations to subsets, referred 
to as clusters, such that observations in the 
same cluster are similar according to prespeci-
fied criteria. Data clustering algorithms can be 
hierarchical or partitional. Hierarchical algo-
rithms find successive clusters using previously 
established ones. Such algorithms either start 
with each element as a separate cluster and 
merge them into successively larger clusters 
or take the whole set and divide it into succes-
sively smaller clusters. Partitional algorithms 
typically determine all clusters at once but can 
also act as divisive algorithms in hierarchi-
cal clustering. K-means clustering and quality 
threshold (QT) clustering are both partitional 
clustering algorithms. Clustering algorithms 
might require users to specify the number of 
clusters the algorithm should produce in the 
input data set. An important step in cluster-
ing is to select a distance measure, which will 
determine how the algorithm calculates two ele-
ments’ similarity. This influences cluster shape 
because some elements might be close to one 
another according to one distance and farther 
away according to another. Once the algorithm 
has established clusters, another important step 
in clustering is to determine the membership of 
newly arrived data into preexisting clusters.


In the blogosphere, researchers have used 
clustering to create keyword clusters in spe-
cific temporal intervals and investigate algo-
rithms to identify keyword clusters that persist 
over time.7 Each cluster identifies a discussion 
on a specific event or topic. Nitin Agarwal and 
his colleagues propose a method for clustering 
blogs that leverages bloggers’ collective wis-
dom by creating a label relationship graph that 
assumes the bloggers themselves label their 
blogs; this method clusters labels in order to 
cluster similar blog sites.11


Arun Qamra and his colleagues’ work dem-
onstrates clustering applied to discovery in the 
blogosphere.8 They consider blogs’ content and 
community structure and apply a probabilistic 
two-stage clustering model. First, they divide 
blog entries into community-topic clusters, 
such that the entries in one cluster are from a 
group of bloggers who are likely to have a simi-
lar interest in the given topics and who might 


Clustering


Ranking
Matrix
factorization


K-means


Graph-theoretic methods


Hierarchical


Singular value
decomposition
(SVD)


LU decomposition


QR decomposition
Non-negative matrix
factorization


Graph-based
node and link
ranking


Content-based


Relevance to user query


Quality threshold


Figure 5. Strategies for knowledge discovery in blogs. We can classify 
these strategies in to three main areas, and many are “hybrid,” or 
combinations of techniques in each of these three domains.
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discuss these issues online. This method deter-
mines the number of clusters based on the data 
— users don’t need to specify them. In the sec-
ond stage, the algorithm further divides clus-
ters into stories using time stamps in addition to 
entry content, employing a probabilistic model 
to perform clustering.


Recently, coclustering algorithms have 
emerged that cluster along both rows and col-
umns. For example, a user might be interested 
in finding similar documents and their inter-
play with word clusters. When dealing with 
sparse and high-dimensional data, coclustering 
is scalable to large matrices.13


Matrix Factorization
Matrix factorization is another common tool 
researchers use for knowledge discovery in 
blogs. This technique involves decomposing a 
matrix into some canonical form. Many dif-
ferent matrix decompositions exist, such as LU 
decomposition (which writes a matrix as the 
product of a lower triangular matrix and an 
upper triangular matrix), singular value decom-
position (SVD), Cholesky decomposition, and QR 
decomposition, and each is useful for particular 
problems. For instance, SVD is applicable to an 
m by n matrix A:


A = UDVT,


where D is a nonnegative diagonal matrix, U 
and V are unitary matrices, and VT denotes the 
conjugate transpose of V (or simply the trans-
pose, if V contains only real numbers). D’s 
diagonal elements are considered A’s singular 
values. We can view SVD as a pattern-recogni-
tion technique that we can use to discover the 
answer to various objectives, such as whether 
the same person has written multiple docu-
ments or whether documents discuss the same 
topic. To apply SVD, users must first arrange 
documents in matrix form, with terms along 
the columns and documents along the rows. 
The next step involves expressing the term-
document matrix in the form UDVT. 


Yun Chi and his colleagues apply SVD to 
analyze the eigen trend — that is, the temporal 
trend in a group of blogs with common inter-
ests14 — and extract multiple eigen trends that 
reflect the blogosphere’s structural changes 
over time. Yun Chen and his colleagues use 
SVD to distinguish the semantic similarity 


between blogs and improve business blog clas-
sification by topic areas.15 Finally, Ka Cheung 
Sia and his colleagues use nonnegative matrix 
factorization methods to achieve personal-
ized aggregations of independent opinions 
expressed in blogs.16


Let’s look more closely at the matrix factor-
ization method from Chi and his colleagues. 
They assume that the blogosphere consists of m 
blogs and that a keyword k’s popularity score 
among those blogs within a time window j is 
given as a popularity vector 


�
x x xj mj


T
= ( )1 ,... , .  


The authors view this vector through n consecu-
tive time windows and stack it into an m by n 
matrix X x xn= ( )� �


1,..., ; thus, xij is the number 
of entries in blog i that contain keyword k at 
time j. The authors’ goal is to find a trend vec-
tor 
�
t t xn


T= ( )1,...,  that represents the temporal 
aspect of the popularity score X, where tj repre-
sents the overall popularity score at time j. As 
part of their solution, they represent the observed 
data X with a pair of vectors: a trend vector 


�
t  


that represents the overall trend over time and an 
authority vector 


�
a  that represents the bloggers’ 


contributions to individual trends. They show 
that by using SVD, they can obtain a 


�
t  and 


�
a  


that best approximate the observed data X.
Finding an exact SVD isn’t efficient with 


regard to time. The time complexity can be on 
the order of O(min(n2m, nm2)) for an m by n 
matrix A. Furthermore, the technique could be 
costly with regard to space because U is often 
dense even if A is sparse. Finding the appro-
priate interpretation for the singular vectors 
isn’t always easy in practice. Finally, updat-
ing SVD results can be difficult if the graph 
evolves over time.14 Researchers have devel-
oped techniques, such as the Colibri methods, 
to address SVD’s challenges.17 However, their 
effectiveness for knowledge discovery in blogs 
is still undetermined.


Further Reading


Several blog data sets exist for individuals wishing to conduct 
research on blog discovery:


•	 Spam-blog data set: http://ebiquity.umbc.edu/resource/html/id/212/
Splog-Blog-Dataset


•	 BLOGS06 data set created and distributed by the University of 
Glasgow: http://ir.dcs.gla.ac.uk/test_collections/blog06info.html


•	 Weblog Data Collection provided by BuzzMetrics: www.icwsm.
org/data.html
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Ranking
A user might choose to drive knowledge dis-
covery in blogs by specifying criteria for 
ranking retrieved blog entries. Ranking blogs 
is quite similar to ranking Web pages. PageR-
ank and HyperText Induced Topic Selection 
(HITS) are two popular techniques for Web 
page ranking that exploit the link structure 
between such pages. These algorithms focus 
on a directed graph setting that describes 
resources via nodes and hyperlinks. Link-
popularity-based algorithms, however, might 
not work well for blog mining because blog 
pages aren’t well linked and bloggers might 
try to exploit such a system to boost their 
rank. This observation has led to several new 
blog ranking techniques that exploit both 
links and content for ranking.9,18 A user might 
want to retrieve blog entries ranked accord-
ing to opinions on a certain topic expressed in 
those entries.19 Similarly, the influenceRank 
algorithm enables blog ranking according to 
how influential each one is compared to others 
as well as the originality of the opinions the 
blogs specify.5 The system from Xiaodan Song 
and her colleagues summarizes opinions in 
the blogosphere by applying the influenceR-
ank algorithm and selects more influential 
blogs with novel information compared to 
PageRank.5 In the context of blogs, research-
ers have also explored link-popularity-based 
graph algorithms that use techniques such as 
random walks and random sampling combined 
with ranking for both static and dynamically 
changing graphs.20


As an example of ranking applied toward 


blog discovery, let’s look at the method Ahmed 
Hassan and his colleagues employ.18 They define 
the importance score S(p) of a blog p recursively 
in terms of its neighbors’ scores as follows:


S p
S q sim p q


qq adj p
( ) =


( ) ( )
( )∈ ( )


∑ . ,
deg


,


where deg(q) is the degree of node q, adj(p) is 
the set of all nodes adjacent to p in the net-
work, and sim(p, q) is the similarity between 
blogs p and q. The authors estimate this simi-
larity using the cosine similarity between the 
posts’ term frequency vector representation and 
inverse document frequency vector representa-
tion. We can compute cosine similarity as the 
cosine of the angle between the term frequency 
and inverse document frequency vectors.


Knowledge Discovery  
Strategy Comparison
Table 1 compares specific clustering, matrix 
factorization, and ranking algorithms accord-
ing to how they address the knowledge discov-
ery challenges we identified previously. As the 
table shows, different authors have applied all 
three techniques (denoted by the first author’s 
last name) to address the challenges inherent 
to blogs. We also identified several algorithms 
that combine one or more of these techniques 
with classification, a supervised machine learn-
ing procedure. We omit scalability from the list 
of challenges in this comparison because we 
didn’t find appropriate information to warrant 
a fair comparison between the three techniques’ 
scalability when applied to blogs. 


Table 1. How discovery algorithms address challenges in the blogosphere.


Content change frequency and 
unpredictability


Blogger and blog content evolution Amorphous blog structure and 
connectivity


Clustering Creates time-stable clusters 
(Bansal7)


Uses community and time-based 
story extraction (Qamra8)


Leverages tagging in blogs (Li12)


Uses community and time-based 
story extraction (Qamra8)


Uses time- and content-sensitive 
dynamic clustering (Agarwal11)


Leverages blog labels (Agarwal11)


Uses time- and content-sensitive 
dynamic clustering (Agarwal11)


Matrix 
factorization


Uses eigen trend to capture the 
temporal trend in a group of blogs 
(Chi14)


Allows personalized aggregations so 
user receives only relevant opinions 
(Sia16)


Takes into account dynamically 
changing graph structure derived 
from linkage between blogs (Chi14)


Ranking Addresses blogs represented 
as dynamically changing graphs 
(Kumar20)


Addresses dynamic changes in blog 
content over time (Kumar20)


Takes into account links between 
blog entries (Song,5 Kumar20)
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Table 2 compares algorithms based on the 
three knowledge discovery strategies accord-
ing to how they accomplish the key tasks we 
identified previously. Table 2 indicates that all 
these knowledge discovery techniques have 
gone toward accomplishing different blog dis-
covery goals, identifying authoritative and reli-
able blogs or blog posts, visualizing mined blog 
data, and using both structured (such as tags) 
and unstructured information (such as random 
links and misspelled or non-English text) for 
blog mining.


Our research indicates that no common 
evaluation techniques, criteria, or benchmarks 
exist to quantitatively compare one knowl-
edge discovery technique with another. Com-
paring different blog discovery algorithms’ 
scalability and robustness is particularly dif-


ficult without standard benchmarking tools. 
Furthermore, humans evaluate mining algo-
rithms’ effectiveness and accuracy as regards 
their ability to accomplish discovery goals, 
such as hot-topic detection or popular-story 
extraction — although relying on humans for 
validation is certainly important, we need 
objective measures to verify these algorithms’ 
accuracy. Such open problems make it diffi-
cult to determine which single algorithm (if 
any) is the best knowledge discovery algo-
rithm for blogs. 


D espite the extensive recent activity on 
knowledge discovery in blogs, more 


research needs to occur before we have algo-
rithms that are scalable, accurate, and robust, 


Table 2. How discovery algorithms accomplish challenging tasks in the blogosphere.


Accommodating multiple 
and diverse discovery goals


Identifying authoritative 
and reliable sources


Visualization Use of structured  
and unstructured  
blog content


Clustering Uses hot-topic detection 
(Bansal,7 Qamra8)


Uses blog labels to 
distinguish between 
relevant sources for 
clustering (Agarwal11)


Shows simple cluster graphs 
of keywords (Bansal,7 
Agarwal11)


Leverages tagging in 
blogs (Li12)


Uses trend analysis 
(Bansal7)


Factors community and 
time to identify relevant 
sources for clustering 
(Qamra8)


Leverages blog labels 
(Agarwal11)


Uses collective wisdom 
(Agarwal11)


Matrix 
factorization


Uses collective wisdom 
(Sia16) 


Uses trend analysis (Chi14) Lets user personalize the 
choice of information 
sources (Sia16)


Easily shows top authorities 
for the first scalar eigen 
trend (Chi14)


Takes into account 
dynamically changing 
graph structure 
derived from linkage 
between blogs (Chi14)


Ranking Uses topic detection 
(Song8)


Identifies influential 
bloggers (Agarwal9)


Permits graph visualizations 
of influential bloggers in 
their networks (Song5)


Takes into account 
the links between 
blog entries (Song,5 
Kumar20)


Uses opinion retrieval 
(Zhang,19 Song5)


Identifies influential blogs 
(Song,5 Kumar20)


Shows effective summaries 
of influential bloggers’ 
blogging behavior 
(Agarwal)9


Uses influential blog 
retrieval (Song5)


Retrieves blog entries 
ranked according to 
opinions expressed in them 
(Zhang,19 Song5)
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and provide interpretable results. Blog data is 
no longer just numerical or discrete. Because 
bloggers now express themselves through vid-
eos, photos, and tweets in addition to text-
based posts, algorithms must combine mining 
capabilities for different social media to effec-
tively mine the blogosphere. �
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T he advent of Web 2.0 and its asso-
ciated read/write Web access pat-
terns places a major emphasis 


on the user experience. Although this 
was a critical need even for traditional 
Web applications, emerging Web 2.0 
and cloud applications extend it even 
further. The two primary factors that 
impact user experience on the Web 
with browser-based access are


•	 page-based metaphor, in which the 
page on view is refreshed while a 
new page gets loaded; and


•	 the synchronous nature of com-
munication between the client and 
server, in which the client user inter-
face (UI) is blocked until it receives 


the server’s response, inhibiting user 
interactivity.


The rich Internet application (RIA)1 
architecture enables significant com-
puting dedicated to presentation to 
occur on the client, supported by a 
sophisticated client RIA runtime (see 
the “Rich Internet Applications Archi-
tecture” sidebar for more background). 
The server exposes services that encap-
sulate the business logic while the 
client handles the presentation. This 
approach has a more scalable architec-
ture due to separation of concerns and 
the use of a service-oriented architec-
ture (SOA). It also leverages the cli-
ent system’s compute power, which 


Rich Internet applications (RIAs) provide an immersive experience that blends 


the Internet’s expansive reach with the desktop computer’s rich performance. 


Client applications typically connect to the server using asynchronous 


communication protocols, which lets users interact with the application 


without getting blocked due to server response latency. Although this 


programming model enables high user interactivity, it increases the complexity 


of synchronizing multiple pieces of program logic. This increased complexity 


can be alleviated if synchronous program execution is enabled without blocking 


the user interface. The authors’ technique based on compiler transformations 


enables synchronous execution on an asynchronous RIA programming model.


Compiler Transformations to 
Enable Synchronous Execution 
in an RIA Runtime
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can result in greater responsiveness because a 
superior application design can reduce server 
roundtrips. The separation of server and client 
logic also implies that architects can implement 
the server-side business logic using the lan-
guages and frameworks that are best suited for 
that purpose without worrying about the pre-
sentation. On the client side, this architecture 
has led to the evolution of specialized frame-
works, programming models, and languages 
that aim to provide a better user experience on 
the Web. These client-side frameworks support 
a wide variety of rich UI controls and multiple 
protocols for accessing the server. 


To address poor interactivity due to synchro-
nous access, RIAs use asynchronous communi-
cation. The asynchronous communication model 
is supported at the browser level through Docu-
ment Object Model (DOM) APIs such as XML-
HTTP or plug-ins such as the Adobe Flash Player.


Although the asynchronous communica-
tion model lets the client application be more 


interactive, it requires that the developer syn-
chronize different pieces of his or her appli-
cation logic using event handlers. This makes 
program development complex in many situ-
ations as compared to implementing the same 
functionality in a synchronous programming 
environment.2 One mechanism for making pro-
gramming easy for RIAs is to provide the pro-
grammer with a synchronous programming 
paradigm while developing applications for 
an asynchronous programming environment, 
thereby providing a high degree of interactivity 
without requiring complex programming. Our 
innovative solution based on compiler transfor-
mations addresses this issue without sacrificing 
scalability and performance.


Achieving In-Order Execution
With client runtimes becoming more capable 
and SOA growing popular, RIA programmers 
are building complex Web applications that 
typically use a combination of calls to various 


Rich Internet Applications Architecture


Traditional Web applications are based on the popular pro-
tocol HTTP and interchange information with servers as 


HTML. HTML content (pre-HTML5) encapsulated data within 
presentation logic (for example, the data for a table was writ-
ten within the table markup). This meant that every time the 
Web application needed to modify data or its presentation, the 
server would have to create a new HTML page with the new 
data embedded in the new presentation logic. 


Over the past decade, computers and other client devices 
have achieved significant computation capability and present 
high-fidelity experiences. This capability has been leveraged by 
client-side runtimes that can read data from servers or services 
and create their own presentation logic on the client. Given 
the client’s ability to render rich content, it leverages client 
runtimes to create high-quality presentations for data served 
from the back end. The added advantage of using client run-
times to create and render presentation is that, for a change 
in presentation, the application need not get new information 
from server back ends, thus making the client user interface 
(UI) far more responsive.


Web applications that leverage such rich runtimes to ren-
der Internet-based data (spanning everything from textual data 
to high-definition video and audio content) are known as rich 
Internet applications (RIAs). This richness is further reinforced 
by a repertoire of rich visual controls and support for various 
data formats. RIA runtime vendors have empowered develop-
ers to adopt their platforms by providing tools that let devel-
opers create the high-fidelity applications and creative assets 


that go into building RIAs.
RIAs are typically architected into multiple layers delegating 


data and content storage and mechanisms for accessing data to 
separate layers (RIAs add the paradigm of digital rights man-
agement, persistent connections, streaming data, and so on). 
Figure A shows the architecture of an RIA, as described here.
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Figure A. Generic architecture of the infrastructure required to 
enable rich Internet applications.
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services to get specialized data and manipulate 
client data. Most such mashups consume data 
from one service and pass it to another as input, 
potentially with some changes. A more generic 
area that inherently has requirements to 
sequence service calls is service composition,3 


which involves arranging several services in a 
deterministic workflow to provide a complete 
solution. All these scenarios are inherently 
ordered, and thus will directly benefit from a 
sequential execution pattern.


The requirement for sequentially executing 
calls to services has traditionally had various 
solutions. One example is making synchronous 
calls from the browser. This is most evident in 
Ajax support for making calls to services with 
an option to keep the calling function blocked 
until the service call returns. This is possible in 
Ajax because its engines are built into brows-
ers (browser plug-ins follow the Netscape Plu-
gin Application Programming Interface (NPAPI) 
architecture, which disallows plug-ins from plac-
ing blocking calls to prevent them from making 
the browser nonresponsive). This option has had 
limited success because blocking the browser UI 
makes for a very poor user experience.


Another approach is to use browser-plug-in-
based RIA runtimes, such as Adobe Flash Player 
and Microsoft Silverlight, which are bound by 
the NPAPI architecture. They thus require pro-
grammers to manually handle any service call 
sequencing by using popular techniques such 
as placing code, which depends on the result 
of a service in a previous call’s result handler. 
Although applications built with these platforms 
are rich, the programmers must be skilled enough 
to keep track of service call sequence require-
ments, and, in nontrivial industrial Web applica-
tions, this task can become significantly complex.


Finally, developers requiring more complex 
sequences of service invocation have relied on 
server-side programming to achieve their goals. 
The software industry has built and used sev-
eral service-composition-based solutions4 in 
this working model. However, this approach 
doesn’t let the client programmer leverage 
mature and high-capability client runtimes to 
achieve rich user experiences.


Our mechanism achieves in-order execution 
of asynchronous calls that apply to rich client 
runtimes, which are inherently asynchronous. It 
removes the tedium of tracking call sequences 
from the RIA programmer. Although our con-


cept is generic, we’ve used the Adobe Flash 
Player and Adobe Flex framework (www.adobe.
com/products/flex/) to implement the solu-
tion. Thus, all code fragments in this article are 
based on MXML and ActionScript 3 (AS3; www.
adobe.com/devnet/flex/quickstart/coding_with 
_mxml_and_actionscript/), the programming 
languages for Adobe Flex.


Problem Statement
Asynchronous server access is a key character-
istic in building rich and responsive client expe-
riences with RIAs. However, several situations 
exist in which an application must execute logic 
in order simply because the result of one opera-
tion is an input for the following operation. The 
case for asynchronous communication for RIAs 
is built on the premise that UIs shouldn’t freeze 
when a service call is in progress — but not all 
service calls result in UI modification.


RIAs perform nontrivial computation on 
the client and handle presentation-logic con-
cerns. Some of this computation might involve 
manipulating data and potentially calling data-
oriented services asynchronously. Such services 
are those that serve data, potentially in a vari-
ety of formats, but don’t serve any information 
about how the client UI must present that data.


Often, real-world applications require a 
sequence of operations in which they read data 
and subsequently use it. This data access can 
happen from a data-oriented service. To illus-
trate the need for such a sequential use of 
data accessed from a service, we use a simple 
example that retrieves the location of a nearby 
weather station, given an airport name. In this 
example, enabled by the Weather Underground 
API (www.wunderground.com), we first fetch 
the list of weather station codes given the air-
port name code and then use another service 
to get the name of the city where the weather 
station is located by passing to it the weather 
station code returned earlier. Although the 
first service (service1) returns an array of 
weather station codes for a given airport code, 
for simplicity, we use only the first code as 
input for the second service (service2); we 
can sufficiently explain the sequential execu-
tion concept with this assumption. The calls to 
the services must be in sequence because we 
can make the one to get the weather station’s 
city name only after the service call to get the 
list of weather station codes completes and the 
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input parameter for the weather station city-
name-retrieval service is available. 


Figure 1 shows a sample implementation 
of the application that retrieves the weather 
station city name, written in MXML with 
embedded AS3 code, which accomplishes the 
following steps:


1.	The application displays a text input (named 
textInput) that takes the input of an airport 
name as text.


2.	Hitting enter invokes the textInput_enter­
Handler, which in turn initiates a call to the 
REST-based service, service1, defined in 
the <fx:Declarations> section.


3.	The result event handler service1_
resultHandler handles a successful result 
from the service service1, whereas a fault 
will result in the fault event handler ser­
vice1_faultHandler’s invocation.


4.	On getting valid data from successfully 
invoking service1, the application invokes 


This is the call to service2 from within
the result event handler of result1 to
ensure sequentiality between the two


<?xml version="1.0" encoding="utf-8"?>
<s:Application xmlns:fx="http://ns.adobe.com/mxml/2009"
                       xmlns:s="library://ns.adobe.com/flex/spark"
                       xmlns:mx="library://ns.adobe.com/flex/mx>
  <fx:Script>
       <![CDATA[
              import mx.controls.Alert;
              import mx.events.FlexEvent;
              import mx.rpc.events.FaultEvent;
              import mx.rpc.events.ResultEvent;


              import service2_resultHandler 
                                   (event:ResultEvent):void
              {
                    var res:XML;
                    var city:String;
                    res = event.result as XML;
                    city = res.location.city.toString();
                    mx.controls.Alert.show(city);
              }
              protected function service1_resultHandler (event:ResultEvent):void
{
                    var res:XML;
                    var resultList:XMLList;
                    var newURL:String = 
"http://api.wunderground.com/weatherstation/WXCurrentObXML.asp?ID=";
                    res = event.result as XML;
                    resultList = res.nearby_weather_stations.pws.station;
                    newURL = newURL + resultList[0].id.toString();


                    service2.url = newURL;
                    service2.send();
              }
              protected function service1_faultHandler(event:FaultEvent):void
              {
                  mx.controls.Alert.show(event.fault.faultString);
}
              protected function textInput_enterHandler(event:FlexEvent):void
{
                    var url:String = 
"http://api.wunderground.com/auto/wui/geo/GeoLookupXML/index.xml?query="+textInput.
text;
                    service1.url = url;
                    service1.send();
              }
      ]]>
   </fx:Script>
   <fx:Declarations>
              <s:HTTPService id="service1" resultFormat="e4x" 
result="service1_resultHandler(event)" fault="service1_faultHandler(event)"/>
              <s:HTTPService id="service2" resultFormat="e4x" 
result="service2_resultHandler(event)" fault="service1_faultHandler(event)"/>
   </fx:Declarations>
   <s:TextInput id="textInput" widthInChars="20" 
enter="textInput_enterHandler(event)" text="enter airport code and hit enter" />
</s:Application>


Figure 1. Code listing for the weather station city-name-retrieval application. This figure shows the 
traditional source code that a rich Internet application developer must write to achieve in-order 
execution of services by manually including invocation of subsequent services in the result handler for 
the preceding service call. The code is written in MXML and ActionScript 3.
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the REST-based service service2 (again 
declared in the <fx:Declarations> sec-
tion) from service1’s result handler.


5.	 If the call to service2 succeeds, the sys-
tem invokes the result event handler for it, 
service2_resultHandler.


Note that the developer accomplishes in-order 
execution of the access to service1 and ser­
vice2 by placing the call to service2 in ser­
vice1’s result event handler.


This simple example has complexity stem-
ming from the following characteristics:


•	 This code has utilized 45 lines of developer-
written source code.


•	 The developer must manually detect all in-
order execution sequences and ensure that 
service call ordering is maintained by mov-
ing the dependent code’s invocation to the 
previous call’s event handler (as described in 
step 4).


•	 In Figure 1, with just two sequential services 
and a depth of two functions in the call 
stack, the code to ensure in-order execu-
tion is fairly involved. In typical enterprise 
or consumer RIAs, the call pattern will have 
more service calls, and the depth of the call 
stack is likely to be much higher, making the 
code that the RIA developer must write sig-
nificantly more complex.


We can achieve this same result with ease 
if we have framework support for ordering the 
calls to the service. RIA developers’ lives would 
be much simpler with a compiler that compiles 
the RIA source code in the format that runs on 
the client runtime, automatic transformation 
of the source code to maintain service calls’ 
sequential nature without worrying about call 
graph analysis, and correctly written sequenced 
event handlers. Our work provides a basis for 
the RIA programmer to write the application 
using synchronous logic, which we transform 
automatically to a pattern that the underlying 
asynchronous environment supports.


In Figure 2, we achieve the same function-
ality as in Figure 1 without any intricately 
sequenced event handlers while also ensuring 
no freezing occurs in the UI. We accomplish 
this using the compiler techniques we describe 
in the next section. This code fragment (Figure 
2) clearly shows a far simpler and more intui-


tive programming model for achieving the task 
at hand using a two-service sequence. Not only 
does it use fewer lines of developer-written code 
(30 lines, in this case), this mechanism also 
obviates the need to track the service execu-
tion sequence beyond writing the service calls 
in sequence. The code in Figure 2 is divided into 
sections marked B1, B2, and B3 for code that 
executes in sequence, and C1 and C2 for code 
that makes an asynchronous call.


Solution
We developed our solution using a compiler 
transformation-based approach that enables 
sequential service calls in an underlying asynch
ronous environment. We demonstrate a mecha-
nism that makes the compiler detect the calls to 
asynchronous services and transforms the code 
to automatically ensure sequential execution. 
This ensures, for example, that the source code 
written in the pattern Figure 2 describes will 
indeed work in sequence. 


Our solution identifies the function to be 
transformed and splits it into multiple code 
blocks. The compiler then chains these blocks 
using event handlers such that completing one 
block results in events that invoke the subse-
quent block. It chooses where to split the code 
block such that each code block ends when 
an asynchronous call occurs. The compiler 
automatically performs all this transforma-
tion and is thus completely transparent to the 
RIA programmer.


In the most general case, the entry condi-
tions for our solution are as follows:


•	 Let’s suppose the basic program unit in 
which we want to enforce in-order execution 
to be a function.


•	 This function (in the Figure 1 example, 
text­Input_enterHandler()) may contain 
any arbitrary number of invocations of 
other asynchronous functions (in our exam-
ple, there is an invocation of the function 
service1.send()).


•	 The asynchronous functions getting invoked 
might require and depend on the variables 
created or initialized by an earlier service 
call (in our example, the call to service1 
generates the input parameter for service2).


The detection of the entry conditions in the RIA 
source code triggers the compiler transformation.
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Our Algorithm 
Providing a synchronous programming paradigm 
on top of an asynchronous programming envi-
ronment and runtime involves two broad steps.


The first is detecting asynchronous func-
tions. We define an asynchronous function 
as one that calls a system or library function 
that’s known to be asynchronous (for example, 
the network connection APIs for HTTPService 
and Webservice from Adobe Flash Player, or 
asynchronous I/O calls that operating systems 
provide) or that calls another function that 
the algorithm has previously detected to be 
asynchronous.


The second step is transforming each asyn-
chronous function into a sequence of functions 
such that the application invokes the newly 
created functions in a sequence that forms a 
synchronous execution chain. This chain’s exe-
cution results in the same functionality as the 
original function that was transformed.


Step 1: Detecting asynchronous functions. Fig-
ure 3a depicts the call graph for the code in Fig-
ure 2, but this graph isn’t sufficient to explain 
our methodology’s concepts. Instead, we use 
the call graph Figure 3b depicts to describe this 
step of the algorithm. We refer to the Figure 2 
example to draw parallels with the sample.


We considered all the functions in the appli-
cation for analysis; for example, let’s form a set 
of functions F = {f1, f2, … f6} (see Figure 3b). 
An example of fn defined here is the function 
text­Input_enterHandler in Figure 2.


Mark the function that makes an asynchro-
nous call — in our example, it’s f6, identified in 
green in Figure 3. So f6 is similar to the func-
tion service1.send() call in Figure 2. Form a 
graph such that the nodes are function defini-
tions, and the edges represent a function call. In 
Figure 3b, each arc (for example, the arc from f3 
to f6 ) is a function call. An example is the call 
made from textInput_enterHandler to ser­


<?xml version="1.0" encoding="utf-8"?>
<s:Application xmlns:fx="http://ns.adobe.com/mxml/2009" 
                       xmlns:s="library://ns.adobe.com/flex/spark" 
                       xmlns:mx="library://ns.adobe.com/flex/mx"
                          minWidth="955" minHeight="600">
   <fx:Script>
       <![CDATA[
              import mx.controls.Alert;
              import mx.events.FlexEvent;


              import textInput_enterHandler(event:FlexEvent):void
              {
                    var url1:String = 
"http://api.wunderground.com/auto/wui/geo/GeoLookupXML/index.xml?query="+textInput.text;
                    var url2:String = 
"http://api.wunderground.com/weatherstation/WXCurrentObXML.asp?ID=";
                    var res:XML;
                    var resultList:XMLList;
                    var city:String;


                    service1.url = url;
                    res =  service1.send();//CALL TO ASYNC SERVICE


                    resultList = res.nearby_weather_stations.pws.station;
                    url2 = url2 + resultList[0].id.toString();
                    service2.url = url2;
   
                    res = service2.send();//CALL TO ASYNC SERVICE


                    city = res.location.city.toString();
                    mx.controls.Alert.show(city);
  
             }
       ]]>
   </fx:Script>
   <fx:Declarations>
       <s:HTTPService id="service1" resultFormat="e4x"/>
       <s:HTTPService id="service2" resultFormat="e4x"/>
   </fx:Declarations>
   <s:TextInput id="textInput"  widthInChars="20"   
   enter="textInput_enterHandler(event)" text="enter airport code and hit 
   enter" />
</s:Application>


B2


B1


C1


C2


B3


The call to service2 is just written in sequence after the call to service1
and the compiler transformation ensure sequential execution


Figure 2. Code fragment. We rewrote the code from Figure 1 based on the compiler’s ability to 
transform it to achieve in-order execution. B1, B2, and B3 define synchronous code sections, while C1 
and C2 are asynchronous calls.
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vice1.send() in Figure 2.
For each node in the call graph, evaluate the 


node’s reachability5 to the asynchronous node. 
In this case, the function call sequences are f4 
→ f3 → f6 and f5 → f6. In the sample in Figure 
2, only one such call exists, the one from text­
Input_enterHandler to service1.send.


Mark all function nodes that are reachable 
to the asynchronous node ( f6 in our example) 
as asynchronous and the rest of the nodes as 
synchronous nodes. This will cause textIn­
put_enterHandler to be marked as asynchro-
nous in the sample code in Figure 2.


The algorithm iterates through every func-
tion node in the application and ends after it 
evaluates all the functions, as described, to be 
synchronous or asynchronous. In this case, f3 
and f5 get marked as asynchronous because 
they’re directly connected to f6; by induction, 
f4 also gets marked asynchronous because it 
directly calls f3, which the algorithm already 
marked asynchronous.


Step 2: Transforming an asynchronous func-
tion. After the algorithm has identified all user-
defined functions to be either synchronous or 
asynchronous, the compiler progresses to creat-
ing the transformed blocks and generating the 
code. We refer to Figure 4 for this step.


Let’s assume that each function consists of 
a set of statements numbered S1 to Sn. Partition 
the statements into blocks of code B1 to Bk + 1, 
such that a given block Bi consists only of state-
ments that are guaranteed to execute synchro-
nously ending with an asynchronous call as the 
last statement in the block. The asynchronous 
calls are numbered C1 to Ck, where the function 
has a total of k asynchronous calls. 


Next, transform each block Bi such that the 
entire function is now transformed into a set of 
blocks in which i ranges from 1 to k + 1 (where 
k is the number of asynchronous calls in the 
function). Each block is constructed into a func-
tion (block functions), and these functions should 
have access to the context of the initial pre-
transformation function (in our example, text­
Input_enterHandler). Each block ends with a 
call to an asynchronous function except for the 
last block, which ends with the return statement. 
Introduce the code to register result and fault 
handlers6 for the asynchronous calls C1 to Ck 
(see http://livedocs.adobe.com/flex/3/html/help.
html?content=16_Event_handling_1.html).


Now, chain the blocks together as a logi-
cal linked list, such that the result handler of 
the asynchronous function in block Bi is set 
to the function block Bi + 1. The final block 
Bk + 1 returns the expected return value to 
the calling function. In the sample code in 
Figure 2, the XML result is returned to the 
XML variable res defined in the function 
textInput_enterHandler.


If another function calls this function, the 
caller function is also marked as an asynchro-
nous function, and the compiler applies the 
same algorithm to it. However, if the calling 
function is a library or system function defined 
to be asynchronous, or the root node, the algo-
rithm ends. In Figure 2, the function textIn­


Function f with statements S1 to Sn


Block B2


Async call C2


Block B3


Async call C3


Block B1


Async call C1


Figure 4. Transformation of the function into a chain of blocks. The 
runtime executes these blocks sequentially based on event triggers.


textInput_enterHandler


service1.send()


service2.send()


f1


f2


f4


f3


f5


f6


(a)


(b)


Figure 3. Call graphs for the code in Figure 2. (a) This trivial 
case, in which all user-written functions are asynchronous, isn’t 
sufficient to explain our methodology’s concepts. Instead, we use 
(b) a graph with two disjoint call paths, one with an asynchronous 
call and one without.







Rich Internet Applications


20 		  www.computer.org/internet/� IEEE INTERNET COMPUTING


put_enterHandler is called from the Flex 
framework library, and thus the algorithm ends 
after evaluating it.


Transformation Advantages
Although the compiler is making significant 
changes to the original code, its functionality 
remains unchanged. We can prove this not only 
through practical testing but also theoretically. 


We can assert that the transformed code is 
functionally accurate as follows. Let’s assume 
the program consists of a set of sequentially 
executing statements S1 through Sn, and that 
the application is making a set of asynchro-
nous calls A1 to Am from within the program. 
So, the RIA programmer can mix Si (where i 
ranges from 1 to n) and Aj (where j ranges from 
1 to m) in any logical sequence. Each statement 
Si + 1 executes only after all preceding state-
ments (statements S1 to Si) have completed 
execution and results produced due to the exe-
cution are available.


Every block consists of sequential syn-
chronous code and ends at the boundary of 
an asynchronous call. Hence, all the state-
ments in the block satisfy the correctness 
requirement as described in the algorithm. The 
compiler converts the subsequent statements 
after an asynchronous call into new blocks 
as functions (the new block functions B1 to 
Bm + 1). Each succeeding block is called through 
a result handler registered for the preceding 
block’s terminating asynchronous call. Hence, 


the programming environment guarantees 
execution correctness.


Although we have explained this solution 
in the context of the Flash Player and the Flex 
framework, the underlying compiler technique 
is applicable to all RIA platforms, whether 
compiled or scripted. Compiled RIA platforms, 
such as Flex, perform the compiler transforms 
during the compilation process that converts 
the source to the platform-independent byte-
code (Actionscript Byte Code, in the case of 
Flex). This ensures that the generated bytecode 
includes the transformed code. In the case of 
scripted runtimes, by scanning the script, the 
interpreter can ensure whether an asynchro-
nous call needs to be in sequence (the script’s 
interpreter could scan ahead to analyze whether 
the service call’s result will be used as input for 
any subsequent code or service invocation) and 
make changes to its execution path to ensure 
in-order execution. 


In a traditional asynchronous programming 
environment, the developer writes the event 
handlers explicitly to attain synchronization 
between different parts of the application. Our 
methodology abstracts event-handler develop-
ment and makes it implicit through the use of 
compiler transformations. This process doesn’t 
use any busy waits or blocking calls. The sys-
tem handles the events with the same respon-
siveness, and no execution — either of the UI 
or the event subsystem — is held up due to our 
generated transformations. Hence, an applica-
tion’s performance and interactivity is as good 
as the nontransformed application that uses 
explicit event handlers to synchronize.


Execution Sequence
The diagram in Figure 5 describes the execu-
tion pattern in a temporal sequence. Figure 2 
describes the sections of code, which are split 
into blocks. The compiler makes each block 
into a new function based on the algorithm 
described earlier. The service calls are inher-
ently asynchronous, so after the call has been 
dispatched but before the result from that call 
has returned, the runtime and framework are 
free to keep the UI alive — that is, the applica-
tion remains completely interactive. The periods 
during which this situation occurs are d1 and 
d2 (as Figure 5 shows), where d1 and d2 repre-
sent the periods when the runtime has control 
of the execution because the application has 


f1=textInput_enterHandler


B2� C2� B3�


Return to the
result of f1 to
the caller of f1


The async call
service2.send()


The async call
service1.send()


B1�


d2d1


C1�


Framework


Flash Player


During periods d1
and d2 (which the


period till the
service returns),
the player can do
a rendering cycle


(UI unblocked) and
throw any events


(events not
blocked or queued


Figure 5. The time-sequence diagram depicting the partitioned 
code blocks’ execution, post-translation. The time segments d1 and 
d2 let the runtime keep the UI interactive even though the server 
call is in progress because the control has shifted from the function 
back to the framework code.
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made the asynchronous call Ai but the results of 
that call aren’t yet available.


Once the service calls (at the end of any 
block Bi) complete, the result handler for the 
service is the block function Bi + 1, which 
the compiler created by splitting out the 
original code (in Figure 2). The temporal 
sequence also shows, conclusively, that the 
transformed application maintains the order 
of execution the developer prescribed, even 
though the underlying runtime is asynchro-
nous and thus nonblocking.


Handling Loops and Conditionals
The transformation we previously described 
handles transformation of code that’s meant to 
execute in sequence. However, real-world appli-
cations contain execution-sequence changing 
constructs, such as for loops, if-then-else 
statements, and while loops. We can largely 
categorize these constructs as loops and con-
ditionals. When a function makes an asyn-
chronous call within the body of a loop or 
conditional, additional transformations are nec-
essary. We’ve developed mechanisms to han-
dle loop and conditional transformations. The 
mechanisms are applicable for situations that 


might have an arbitrary combination of these 
programming constructs.


Transforming conditionals. Let’s consider the 
if-then-else construct as the basis for all 
conditionals (see Figure 6). Several additional 
steps are required to detect block functions.


Let’s call the set of statements that execute 
when the tested condition is true the then block 
and the set of statements that execute when 
the condition is false the else block. Extract 
the then block into a separate block function 
named the then_function(). Similarly, extract 
the else block into a block function named the 
else_function(). The compiler extracts com-
mon code that executes after either the then 
block or else block completes as a block func-
tion named f_rest.


Because each extracted block function could 
contain an arbitrary number of asynchronous 
calls, conditional statements, and loops, the 
compiler again passes the extracted functions 
through the same transformation process. This 
process repeats for every new block function 
generated and terminates when all block func-
tions contain only one asynchronous call or 
return call at the end of the block.


if (condition == true)
{


}
else
}


}


Statement 1;
Statement 2;
Async call 1;


if (condition == true)
{
   f_then()
}
else 
(
   f_else();
}


Transformed
conditional
statement


function f_then()
{
   Statement 1;
   Statement 2;
   Async call 1;
  f_else();
}


Extracted f_then
block function


Call to common code
f_rest ()


Statement 4;
Statement 5;


Extracted as block function f_rest


Statement 3;
Async call 2;


Extracted as
block function 
f_then


Extracted as
block function 
f_else


function f_else()
{
   Statement 3;
   Async call 2;
  f_rest();
}


Extracted f_else
block function


Call to common code
f_rest ()


function f_rest()
{
   Statement 4;
   Statement 5;
}


Extracted f_rest
block function


Figure 6. Transformation of conditional explained using the if-then-else construct. Transformation 
of conditionals ensures synchronous execution in an asynchronous environment.
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Loop transformation. Let’s look at the transfor-
mations required to handle loops, using the for 
loop as the basis construct (see Figure 7).


First, the compiler extracts the loop’s entire 
body as a block function f_loopblock. It also 
extracts the part of the code that follows the 
loop block as a separate block f_rest. Finally, 
the compiler removes the original source of 
the condition evaluation that controls the loop 
block and replaces it as follows:


•	 If the loop variable has an initialization (for 
example, the initialization in a for loop), the 
compiler transforms that part into an ini-
tialization statement.


•	 The compiler then inserts the condition eval-
uation that decides whether the loop block 
needs to be entered for the first time as an if 
condition, with the then part having a call to 
the f_loopblock function and the else part 
having a call to the f_rest function.


At the end of the code in the f_loopblock 
function, the compiler adds code to update the 
loop variable and test whether the loop must be 
repeated. The then part of that condition will 
make a call to f_loopblock while the else 
part will be a call to f_rest because the loop 
no longer needs to repeat.


Because the extracted block functions f_
loopblock and f_rest can both have an arbi-
trary number of asynchronous calls, loops, and 
conditional statements, the algorithm again 
transforms these functions. The compiler applies 
this transformation to every new block function 
created until it doesn’t result in the creation of a 
new block function.


O ur methodology has the potential to alleviate 
the complexity inherent in achieving in-order 


execution in environments that are asynchro-
nous. RIA runtimes are common examples of 
such environments and thus present a platform in 
which developers and RIA environments can use 
our technique often and effectively.


We’ve successfully implemented the com-
piler transformation techniques and methodol-
ogy we described in this article in the Flex 4 
SDK compiler. We’ve also verified this imple-
mentation with the Flex framework on the 
Flash runtime environment. Currently, work 
is in progress to integrate this modified com-
piler with Adobe’s developer tooling and server/
services infrastructure. 


We also intend to modify the developer pro-
ductivity tools such as the debugger and the 
profiler such that they run with the transformed 


for (initialize_i; test_i; update 3_i))
{


}


Statement 1;
Statement 2;
Async call 1;


Initialize
if (test_i is true)
{
   f_loopblock()
}


Transformed
loop
statement


Statement 3;
Statement 4;


Extracted as block
function 
f_loopblock


Extracted as block
function f_rest


function f_rest()
{
   Statement 3;
   Statement 4;
}


Extracted post loop
code as block
function f_rest


Call for exit
from loop


function f_loopblock()
{
   Statement 1;
   Statement 2;
   Async call 1;
   update_i
   if (test_i is true}
   {
   if_loopback();
   }
   else
   {
   f_rest();
   }
}


Extracted loop
body as block
function
f_loopblock


Call for next
iteration of loop


Figure 7. Transformation of loop explained using the for construct. Transformation of loops ensures 
synchronous execution in an asynchronous environment.
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code. As the code gets transformed, reported 
results should be such that developers see them 
associated with the untransformed code they 
originally wrote. 
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T he value of any piece of informa-
tion depends on its relevance, 
specificity, timeliness, and cred-


ibility to the task at hand. In recent 
years, local social-political (sopo) blog
ospheres have become an important 
arena for political mobilization, but 
qualitatively for an analyst or interested 
observer, it’s difficult to evaluate infor-
mation in an unfamiliar blogosphere. 
Here, we present novel metrics for 
monitoring an unfamiliar blogosphere 
and demonstrate their superiority over 
current metrics. We’ve implemented an 
automated framework for evaluating 
information in sopo blogospheres in a 
way that better reflects their structure. 
We chose the Malaysian sopo blogo-
sphere as a case study because of the 
role Malaysian bloggers played leading 


up to that country’s 2008 general elec-
tion, and afterward.


We developed four independent 
metrics. To determine the credibility of 
a blog author’s posts, we use author-
ity (centrality), engagement (user 
comments), and various credibility-
enhancing features that we’ve vali-
dated as informing human credibility 
judgments, such as blogging under a 
real name, listing affiliations, and 
blogging over a long time period. We 
determine a blog post’s relevance, or 
what it’s about, not only by its text 
but also by the text of any news arti-
cle it references. Timeliness, as dis-
tinguished from recency, is about 
proximity to a relevant event. We 
determine a blog post’s timeliness by 
comparing its time stamp with the 


The authors’ automated framework evaluates blog posts in a social-political 


blogosphere and, by aggregation, entire blogs according to their relevance, 


specificity, timeliness, and credibility. These metrics are superior to current 


methods in information retrieval for blogs because they better reflect the 


distinctive hyperlink structure of a social-political blogosphere than do other 


methods. The authors chose the Malaysian social-political blogosphere as a 


case study because of the role Malaysian bloggers played leading up to that 


country’s 2008 general election, and afterward.
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publication date of a news article that it cites. 
Finally, the number of unique proper nouns 
mentioned in both a blog post and any news 
article it cites determines its specificity.


The Malaysian Sopo Blogosphere
The Malaysian blogosphere provides an inter-
esting set of properties for analysis. Although 
the Malaysian press is tightly controlled, the 
government has officially encouraged Internet-
based enterprises and rejected Web censorship 
or filtering. (Article 3 of the 1998 Malaysian 
Communications and Multimedia Act states 
that “Nothing in this Act shall be construed 
as permitting the censorship of the Internet.”1) 
Consequently, the Malaysian blogosphere has 
become an important locus for political opposi-
tion activity.


Since 2007, however, the Malaysian govern-
ment has attempted to intimidate opposition 
bloggers via lawsuits, police interrogations, and 
arrests.2 In August 2008, the Malaysian gov-
ernment blocked access to the online opposition 
news source Malaysia Today, and its publisher 
was jailed under the Internal Security Act.3


Nevertheless, on 10 November 2007, tens 
of thousands of Malaysians potentially risked 
prison sentences to participate in a rally for 
electoral reform in Kuala Lumpur (known as 
the Bersih rally), the first mass rally there in a 
decade. In the 2008 general election, the ruling 
party and coalition ultimately lost the super-
majority they’d enjoyed since 1969 that had 
enabled them to modify the country’s constitu-
tion at will. The Bersih rally couldn’t have been 
mobilized without the Internet, aided, perhaps, 
by technologies such as SMS. Several bloggers 
went on to win seats in parliament.


Blogger.com, the most popular blogging 
platform in Malaysia, has more than 152,000 
Malaysian profiles — many more than on Word-
press.com or similar services. The number of 
people using social networking sites, however, 
dwarfs the number of bloggers. As of August 
2008, 5.4 million Malaysians had profiles on 
Friendster, 500,000 were on Facebook, and 
293,000 were on MySpace.


To determine the size of the Malaysian sopo 
blogosphere, we performed a Web crawl seeded 
with the 385 blogs in the Sopo-Sentral directory 
— a self-reported directory of Malaysian sopo 
blogs (see http://sopo-sentral.blogspot.com) — 
at a depth of four (that is, we processed each 


URL’s text, followed by the text of each page 
hyperlinked from that text, and so on for two 
further iterations). This crawl produced 220,320 
unique URLs representing 4,693 unique sites. Of 
these, approximately 2,000 were blogs, includ-
ing 1,060 on Blogger, 801 on Wordpress, 16 on 
Typepad, and the remainder either self-hosted 
or on other blogging services, such as Xanga, 
Vox, or LiveJournal. A later crawl at the same 
depth of 1,271 blog posts mentioning “Ber-
sih” in the week following the rally revealed 
878 unique blogs, with 408 on Blogger, 228 on 
Wordpress, and the rest on other services. 


Figure 1 shows the Malaysian sopo blogo-
sphere’s link structure based on our original 
crawl. Unlike Lada Adamic and Natalie Glance’s 
depiction of the US political blogosphere, little 
evidence exists of polarization in the Malay-
sian structure.4


Related Work in Monitoring International Blogs


Although blogging has drawn considerable attention from both 
computer and political scientists, considerably less research has 


occurred on monitoring non-US political blogs (one exception is avail-
able elsewhere1). Marti Hearst, Matthew Hurst, and Susan Dumais 
note that it’s difficult to “take the pulse of the populace” on a given 
topic and to identify which blogs are worth reading on that topic.2 
The project we discuss in the main text tries to address these issues. 
Rebecca Goolsby has detailed several “illusions” and “delusions” to be 
avoided in analyzing foreign blogs for intelligence.3 Researchers at Har-
vard’s Internet & Democracy project present a clustering algorithm to 
discover affinities among Persian-language blogs based on the URLs to 
which they link, revealing interesting substructures.4 Finally, research-
ers on IBM’s Banter project present a sophisticated model of political 
blog topics.5


References
1.	 H.W. Park and M. Thelwall, “Developing Network Indicators for Ideological Land-


scapes from the Political Blogosphere in South Korea,” J. Computer-Mediated Commu-


nication, vol. 13, no. 4, 2007, pp. 856–879.


2.	 M.A. Hearst, M. Hurst, and S.T. Dumais, “What Should Blog Search Look Like?” Proc. 


2008 ACM Workshop on Search in Social Media, I. Soboroff et al., eds., ACM Press, 


2008, pp. 95–98; http://dx.doi.org/10.1145/1458583.1458599.


3.	 R. Goolsby, “The DoD Encounters the Blogosphere,” 1st Int’l Conf. Social Comput-


ing, Behavioral Modeling and Prediction, presentation slides, 2008; www.public.asu.


edu/~huanliu/sbp08/Presentations/Invited/02_Goolsby_Blogosphere%20Phoenix.ppt.


4.	 J. Kelly and B. Etling, Mapping Iran’s Online Public: Politics and Culture in the Persian 


Blogosphere, research publication no. 2008-01, Berkman Center for Internet & Soci-


ety Publication Series, 2008.


5.	 W. Gryc et al., “Mining Political Blog Networks,” Harvard Networks in Political Sci-


ence Conf., presentation slides, 2008; www.hks.harvard.edu/netgov/files/NIPS/gryc


_politicalblog_networks_NIPS2008.ppt.







Social Computing in the Blogosphere


36 		  www.computer.org/internet/� IEEE INTERNET COMPUTING


The Malaysian sopo blogs in our corpus are 
approximately four times more likely to be in 
English than Malay (Bahasa Melayu), based on 


language identification applied to their profile 
pages. (We haven’t tried to deal with the small 
amount of Chinese blog content in our data.) 
The analysis we describe does include both 
Malaysian English and Bahasa Melayu content.


By mining automatically identified profile 
pages for each blog (see Table 1), we see that the 
Malaysian sopo bloggers were older, on average, 
than a random sample of Malaysian bloggers. 
Gender distribution was essentially reversed: 
sopo bloggers were about twice as likely to be 
male as female; the reverse is true for random 
Malaysian bloggers. Sopo bloggers were more 
likely to provide an email address, but random 
bloggers were more likely to provide a profile 
picture. Sopo bloggers were somewhat more 
likely to blog under a plausible real name and 
provide an affiliation than random bloggers, 
and sopo bloggers were more likely to men-
tion a political party in their profile; their dis-
tribution follows the distribution of political 
affiliations in Malaysia generally. Finally, sopo 
bloggers were much less likely to be students. 
The remaining rows show that the average sopo 
blogger has more in-links and comments than 
random Malaysian bloggers.


Blogs and Blog Metrics
Contemporary information retrieval approaches 
model a Web page in two ways. First, search 
engines compute a representation of what 
the Web page is about (its aboutness). Second, 
search engines calculate a metric of the docu-
ment’s quality. In response to a query, search 
engines rank and return documents according 


Table 1. Profile information disclosed  
in social-political vs. random Malaysian blogs.


Malaysian sopo 
bloggers (N = 700)


Random Malaysian 
bloggers (N = 112)


Student (%) 5.9 26.7


Gender (%) 	26.5 female
	48.4 male
	25 unspecified


	57.1 female
	25.9 male
	17 unspecified


Plausible real name (%) 35 26.8


Age 	31.9 (average)
	51.5% specify


	20.5 (average)
	66.9% specify


Email address (%) 48.7 37.5 


Profile picture (%) 39.1 71.4


Institutional affiliation (%) 19.1 6.3


Political party (%) 27.9% specify 
	10.2 UMNO
	 7.1 PAS
	 4.2 PKR
	2.5 DAP
	 1.2 PSM


	 5% specify


Average inbound links 53.7 2.5 


Average inbound blogs 23.6 1.8 


Average total comments 43.1 3.5 


Average comments per 
commented blog post


3.5 1.3 


Average PageRank 2.8 1.2


(a) (b)Malaysian Sopo blogosphere US political blogosphere (Adamic & Glance, 20054)


Figure 1. Link structures in the blogosphere. We compare the (a) Malaysian social-political and (b) US blogospheres 
and see little evidence of polarization in the Malaysian structure.







MARCH/APRIL 2010� 37


Metrics for Monitoring a Social-Political Blogosphere


to both the degree that they’re about the query 
terms and the degree to which they’re high-
quality documents. 


In contemporary search engines, the about-
ness computation is usually some variant of 
weighting terms in the document via tf*idf (term 
frequency by inverse document frequency). The 
search engine assigns each term a weight pro-
portional to how frequently it appears (tf ) in the 
given document and inversely proportional to 
how frequently it appears in other documents 
(idf ). Search engines use inverse document 
frequency because if a term appears in many 
documents, it’s unlikely to distinguish what the 
document is about. Terms might also be boosted 
or discounted because of where they appear in 
a document: terms appearing in the title, for 
example, are boosted, whereas those appearing 
in a navigational menu might be discounted. A 
document’s meaning and, by extension, a docu-
ment collection’s meaning, is thus a weighted 
vector of the terms it contains. 


Search engines (including the blog search 
engine Technorati) usually consider only the 
terms in the document itself when represent-
ing the document’s topic. Google also includes 
incoming link text. To our knowledge, no con-
temporary search engine includes the text of 
any cited document in its representation of a 
document’s topic.


A document’s quality metric depends on 
the degree to which other documents link to it. 
Google’s PageRank metric,5 for example, mea-
sures each document’s eigenvector centrality. 
That is, the PageRank algorithm calculates a 
document’s quality recursively by counting in-
links (hyperlinks pointing to a document) and 
weighting them more highly if they’re from 
high-quality documents (those that are them-
selves in-linked by high-quality documents). 


Technorati’s Authority metric for blogs and 
posts measures blogger in-degree centrality, 
determined by simply counting the number of 
inbound links from other blogs during the pre-
ceding six months.6


Measuring Credibility
Our blogger quality metric, which we call the 
credibility metric, combines three measures: 


•	 blogger authority,
•	 reader engagement with the blog, and 
•	 blogger accountability.


Using Technorati’s API, we measure author-
ity as blogger in-degree centrality, an effective 
way to determine the most influential blogs 
among other bloggers. 


Although knowing what other bloggers are 
interested in is important, this might not be the 
best metric to determine general reader engage-
ment. As Table 2 shows, more people worldwide 
read and comment on blogs than write them, 
so counting only blogger in-links potentially 
underestimates a blog’s reception. Blog read-
ership is difficult, if not impossible, to deter-
mine externally. So, we measure engagement 
with blogs through recent comment counts. Our 
engagement metric doesn’t distinguish posi-
tive from negative comments. We believe that 
the ability to attract any commentary is more 
indicative of engagement than comment polar-
ity; most blogs attract few readers or com-
menters, and, anecdotally, we’ve seen no blogs 
that attract only negative comments.


Surprisingly, comments and in-linking aren’t 
strictly correlated, at least not in the Malaysian 
data we examined. We compared a log of the 
total in-links provided via the Technorati API 
and a log of the total comment counts for each 


Table 2. Social media participation by activity and country.*


US (%) UK (%) France (%) Germany (%) Japan (%) South Korea 
(%)


Read blogs 25 10 21 10 52 31


Comment on blogs 14 4 10 4 20 21


Write blogs 11 3 7 2 12 18


Visit social network sites 25 21 3 10 20 35


Watch user-generated video 29 17 15 16 20 5


Upload video 8 4 2 2 3 4


*Data provided by Forrester Research and based on users who participate at least monthly. The table is adapted from C. Li and J. Bernoff, 
Groundswell: Winning in a World Transformed by Social Technologies, Harvard Business Press, 2008.
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blog crawled at depth two, which includes all 
the posts linked directly from the blog home
page. The correlation between blog counts and 
in-link counts (see Figure 2) wasn’t very strong 
(a 0.165 Kendall correlation). Some blogs receiv-


ing many in-links receive few comments, and, 
more importantly, some blogs that receive many 
comments receive few in-links.


Finally, bloggers are accountable to the 
extent that others can hold them responsible for 
what they say. Malaysian bloggers have been 
held legally liable for their posts and even for 
comments others have left. However, anyone 
who risks social capital (such as reputation or 
relationships) by making themselves account-
able for what they say is more credible than an 
anonymous writer who can avoid consequences 
for publishing his or her views. This presup-
poses that we can assign praise or blame to a 
blogger and therefore requires knowing some-
thing about his or her identity. Total anonymity 
is the opposite of accountability.


We compute our accountability metric as 
follows. For each blog profile, if a blogger lists 
a country, city or region, industry or occupa-
tion, email address, or Web page or IM handle, 
this listing contributes one point each to the 
blogger’s accountability score. If the user lists 
a full name, which we identify as a multiword 
phrase containing no English words after elimi-
nating titles such as “Dr.” or “Auntie,” then we 
count it as plausibly real and add one point to 
the aggregate accountability score. We consider 
every additional proper name (nonsentence ini-
tial capitalized phrase) in the free-text portion 
of the profile to be an affiliation, which contrib-
utes 0.5 points to the total. Because they consist 
of just free text, as opposed to the structured 
data in Blogger profiles, Wordpress profiles 
often contain a much longer personal informa-
tion section, so we limited the number of identi-
fied affiliations to a maximum of 10. Blogging 
longevity is also an indicator of accountabil-
ity, so we added a point for every six months 
a blogger has been blogging. This is computed 
either via the start date (Blogger) or earliest 
blog archive date (Wordpress).


Figure 3 shows the distribution of unnor-
malized Malaysian sopo blog accountability 
scores. The average score for sopo bloggers is 
7.0 compared with an average score of 6.2 for 
randomly selected Malaysian bloggers.


To combine blogger authority (in-link 
counts), engagement (comment counts), and 
accountability (nonanonymity features) into a 
single credibility metric, we took each blog in-
link count (in-degree centrality) percentile and 
added it to each blog’s comment count percentile 
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Figure 2. Blog in-links and comments. We measured the 
correlation between in-links and the number of comments for 
Malaysian sopo blogs and determined that the correlation isn’t 
very strong.
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Figure 3. Unnormalized accountability scores. The average score 
for social-political (sopo) bloggers is 7.0, compared to 6.2 for 
randomly selected Malaysian bloggers.
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(both normalized 0.0 to 1.0) to get a combined 
reception score. We then added the accountabil-
ity measure percentile, also normalized from 
0.0 to 1.0. Because the Malaysian sopo blogo-
sphere is relatively small, we can compute this 
score for each blog directly (as opposed to Pag-
eRank, which is usually recursively estimated, 
rather than computed directly).


To validate our approach to blogger cred-
ibility, we calculated the reception (in-links 
and comment counts only) and credibility 
(reception plus accountability) score for every 
Malaysian sopo blog as described, then com-
pared our metrics with other blog-quality met-
rics (see Table 3). After ranking all 1,272 blogs 
in our corpus, we compared rankings produced 
by the most influential Malaysian blogs’ vari-


ous metrics, as determined independently by 
political scientists Jun-E Tan and Zawawi Ibra-
him in their monograph on Malaysian blog-
gers’ impact on the 2008 election.7 (Of the 25 
blogs Tan and Ibrahim mentioned, two weren’t 
included in our comparison because they had 
been discontinued at an indeterminate time: 
malaysiavotes.org and hishamspeaks.word-
press.com. We counted Raja Petra Kamarudin’s 
Malaysia Today site [www.m2day.org] as a news 
portal, not a blog, because it aggregates news 
from other sites and provides original report-
ing from numerous contributors.) We compared 
how highly these independently selected blogs 
were ranked according to various metrics. Tan 
and Ibrahim didn’t themselves rank the blog-
gers they specified as most influential, so 


Table 3. Blog-quality metrics applied to a list of influential Malaysian sopo bloggers (listed alphabetically).


Blog PageRank 
percentile


Technorati 
Authority 
percentile


Comments 
(engagement) 


percentile


Reception 
(authority + 
comments) 
percentile


Credibility 
(reception + 


accountability) 
percentile


blog.limkitsiang.com 0.959 0.994 0.987 0.999 0.999


cetusan-hati.blogspot.
com


0.783 0.943 0.711 0.909 0.971


chegubard.blogspot.com 0.783 0.958 0.817 0.951 0.988


drecheah.com 0 0.479 0.401 0.52 0.343


educationmalaysia.
blogspot.com


0.959 0.987 0.959 0.993 0.998


elizabethwong.
wordpress.com


0.959 0.932 0.903 0.97 0.994


harismibrahim.
wordpress.com


0.959 0.978 0.989 0.996 0.999


jeffooi.com 1 1 0.873 0.98 0.996


khookaypeng.blogspot.
com


0.959 0.919 0.705 0.891 0.963


kickdefella.wordpress.
com


0.959 0.984 0.613 0.88 0.966


niamah.blogspot.com 0.783 0.996 0.964 0.996 0.996


niknazmi.com 0.783 0.974 0.72 0.924 0.975


othermalaysia.org 0.395 0 0.904 0.542 0.877


rantingsbymm.blogspot.
com


0.959 1 0.94 0.991 0.977


rockybru.blogspot.com 0.959 0.89 0.761 0.909 0.771


sloone.wordpress.com 0.959 0.978 0.74 0.935 0.980


teresakok.com 0.783 0.994 0.672 0.915 0.973


tianchua.net 0.783 0.978 0.74 0.935 0.972


Average 0.744 0.888 0.800 0.967 0.930


*Influential blogs were identified in Jun-E Tan’s and Zawawi Ibrahim’s study.7
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we listed them alphabetically. We compared 
Google PageRank metrics; blogger in-links 
(Technorati Authority); comment counts; com-
ment counts and in-links combined (reception); 
and in-links, comments, and accountability 
measures combined (credibility). When com-
paring the blogs’ average percentile for each 
metric, our metrics (the last two columns in 
Table 3) showed a significant improvement over 
the PageRank, Technorati Authority, and com-
ment count metrics alone. This demonstrates 
that, for blogs that subject-matter experts inde-
pendently identified as high quality, our mea-
sures rank these blogs higher, on average, than 
the other metrics.


The data in Table 3 implies that the Page
Rank metric (via the API at www.exslim.net/
api) varies considerably among Tan and Ibra-
him’s top bloggers. Even the top PageRank 
blogger, Jeff Ooi (www.jeffooi.com), receives a 
raw PageRank of only 6 out of a possible 9. One 
influential blogger, according to Tan and Ibra-
him, gets no PageRank at all.


Using Technorati’s Authority metric, we see 
less variance among the top bloggers Tan and 
Ibrahim identified, although this time a differ-
ent blog receives a 0 score. On average, Tan and 
Ibrahim’s top blogs rank higher via the Author-
ity metric than the PageRank metric.


Next, we see that if we consider only com-
ment counts, then Tan and Ibrahim’s top blogs 
do rather worse than if we consider only Tech-
norati Authority. By combining our author-
ity and engagement metrics into a single blog 
reception measure, we get a ranking that does 
the best overall at ranking the top blogs from 
Tan and Ibrahim. 


We’ve adopted the combined credibility 
metric as our preferred metric even though it 
does slightly worse than the authority- and 
engagement-based metrics for the top bloggers. 
The accountability part of the credibility metric 
lets us distinguish new blogs with reasonable 
accountability scores from completely anony-
mous blogs. 


Table 4 shows the top 20 blogs out of the 


Table 4. Top 20 Malaysian sopo bloggers by credibility score (1,272 total blogs).


Rank Blogger and blog URL Party 
affiliation


Credibility 
score


1 Lim Kit Siang, member of parliament; http://blog.limkitsiang.com/ DAP 2.974


2* Haris Ibrahim, lawyer; http://harismibrahim.wordpress.com/ 2.96


3* Tony Pua, member of parliament; http://educationmalaysia.blogspot.com DAP 2.933


4 Capt. Yusof Ahmad, maritime arbitrator; http://cyusof.blogspot.com 2.858


5* Jeff Ooi, member of parliament; www.jeffooi.com DAP 2.856


6 Patrick Teoh, actor/radio personality; http://niamah.blogspot.com 2.854


7* Elizabeth Wong, Bukit Lanjan assemblyperson ; http://elizabethwong.wordpress.com PKR 2.829


8 “Hamka,” blogs about Islam; http://keretamayat.blogspot.com 2.829


9 “aNIe,” self-described housewife; http://kaklady.blogspot.com 2.819


10 “Maverick SM,” construction management; http://maverickysm.blogspot.com 2.816


11 Azly Rahman, political columnist/scholar living in US; http://azlyrahman-illuminations.
blogspot.com


2.782


12 “Ashterix”, IT blogger; http://ashterix.blogspot.com 2.781


13 Ahmad Atalib, journalist; http://ahmadatalib.blogspot.com 2.770


14† Badrul Hisham Shaharin; http://chegubard.blogspot.com PAS 2.765


15 Zainul Abidin, retired naval commander; http://zainulabs.blogspot.com 2.755


16 Zewt; http://zewt.blogspot.com 2.736


17 Husin Lempoyang; http://the-antics-of-husin-lempoyang.blogspot.com 2.734


18 Johnny Ong, construction industry; http://johnny-ong.blogspot.com 2.707


19 Siasah Daily, editors of PAS-related newspaper; http://siasahdaily.blogspot.com PAS 2.706


20 Susan Loone,; http://sloone.wordpress.com/ 2.702


* indicates that the blogger won their election in 2008; †indicates an electoral loss in 2008; blogs in blue are among Tam and Ibrahim’s7 top 
Malaysian social-political bloggers list.
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1,272 total blogs we ranked, as determined by 
the combined credibility metric. Starred entries 
represent bloggers who won an election in 2008. 
Badrul Hisham Shaharin (“Chegubard”), marked 
†, was the only blogger in the top 20 to lose his 
election (against Khairy Jamaluddin, the Malay-
sian prime minister’s son-in-law). Eight of our 
top 20 blogs were also on Tan and Ibrahim’s list.


We computed our credibility and reception 
metrics offline and can recompute them at reg-
ular intervals. With these metrics, we believe 
we’ve identified a scalable and practical method 
for assigning importance to sopo bloggers that 
better predicts expert judgment than competing 
available metrics.


Measuring Relevance
As mentioned, contemporary information 
retrieval algorithms typically measure what a 
document is about using a vector of its terms, 
weighted by tf*idf. We’ve rejected applying this 
approach directly to blog post aboutness, first 
because of uncertainty as to the relevant set of 
documents for inverse document frequency and 
second because not all the terms that determine 
blog post aboutness appear in the post’s text.


Inverse document frequency limits the 
impact of very common words in retrieval que-
ries,8 but, because most topical blog queries 
tend to be proper nouns,9 it seems sensible to 
boost the standard tf *idf score for proper nouns 
by adding a term-frequency factor. So, we index 
a special aboutness field, in addition to index-
ing the content regularly for scoring via tf*idf. 
This field contains a term-frequency-weighted 
vector of proper names found in a blog post or 
in a news story that has been cited.


To a great extent, sopo blog posts are com-
mentaries about news stories or other items on 
the Web to which the blog posts link, so we 
consider a blog post to be about a combination 
of what it says and what any news story that it 
cites says. A blog post that’s just a hyperlink 
to a news article (for example, “Read this!”) 
is entirely about what it links to, not just the 
link text alone. A similar approach is useful for 
treating quotations, which are used extensively 
in sopo blog posts.


In Figure 4, we present term cloud visualiza-
tions (using Wordle.net) of proper names’ rela-
tive frequency, as extracted by our system. Font 
size is proportional to term frequency. Figure 4a 
depicts the relative frequency of proper names 
in the text of just one blog post by Jeff Ooi 
about the Bersih rally on his “Screenshots” blog 
(www.jeffooi.com/2007/11/how_they_painted_it 
_yellow.php). Figure 4b depicts the relative fre-
quency of proper names in the combined text of 
Ooi’s blog post and all the news articles it cites. 
In the combined term cloud, the most prominent 
term is “Bersih,” and the rest of the prominent 
terms indicate key players, locations, and news 
organizations that covered the event. (The name 
“Zainudin” refers to the Malaysian Information 
Minister, who was widely disparaged for a tele-
phone interview with Al Jazeera TV in which he 
denied that the police were violently suppressing 
the rally.) In contrast, the most prominent terms 
in the post-only term cloud are “Unit Amal” 
(a paramilitary organization of the opposition 
Islamist PAS party used to keep order), “Dataran 
Merdeka” (the march’s starting point), “Malay-
siakini” (an independent news site), and, less 
prominently, “Bersih,” the coalition that spon-


(a) (b)


Figure 4. Term cloud visualization. We compare term frequencies in a Jeff Ooi blog post between (a) only the post’s 
text and (b) the text as well as news stories it cites. Font size is proportional to term frequency.
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sored the rally. The post-and-citation term cloud 
clearly provides a better depiction of the post’s 
topic. Additionally, the richer representation of 
post topics that this combined text-and-citation 
approach provides facilitates more descriptive 
blog post clustering by topic.


Figure 5 shows the percentage of a set of 31 
posts from our Bersih rally corpus that cite one or 
more of 10 popular news articles about the rally. 
The blue portion represents the percentage of 
documents containing each term if we use only 
the blog post’s text. The full column shows the 
percentage of documents containing each term if 
we also evaluate cited news articles’ text. Thus, 
whereas 48 percent of the blog posts alone men-
tion opposition leader Anwar Ibrahim, 97 percent 
of the combined texts mention this significant 
participant. Including this term in a cluster label 
would better indicate the cluster’s content.


We score document clusters using the number 
of terms involved and the number of documents 
clustered, favoring more terms (because it’s more 
descriptive) when a tie occurs. If we consider the 
combined post text and outlink document text, 
we can cluster 16 of the 31 blog posts under eight 
terms common to them all: police, Bersih, Mas-
jid Jamek, tear gas, Kuala Lumpur, Abdullah 
Badawi, Anwar Ibrahim, and Malaysia. Alterna-
tively, using only the terms from the post itself, 
the largest cluster out of 31 documents would 
contain 14 documents and be labeled with just 
three terms: police, Malaysia, and Bersih. Thus, 
the largest cluster with posts and citations is 
three times better (16 × 8 versus 14 × 3) than the 
largest cluster using only the post text. 


Contemporary information retrieval meth-


ods don’t consider hyperlinked documents’ text 
as relevant to what a document is about. At 
most, they consider the link text of pages that 
link to a document (as with Google). We think 
our approach provides a better representation 
of blog post aboutness and allows for more 
descriptive clustering.


Measuring Specificity
Information retrieval specialists originally 
viewed inverse document frequency as a mea-
sure of term specificity.8 However, because 
a local sopo blogosphere is likely to concen-
trate on certain political figures repeatedly, it 
wouldn’t make sense to count a post as losing 
specificity every time other blog posts mention 
the same person or other named entity. So, we 
adopted a simple measure of a text’s specific-
ity as the number of unique named individu-
als in it. For example, “Thomas Jefferson wrote 
the Declaration of Independence” is intuitively 
more specific than, “Some person wrote some 
document.” Extending this simple specific-
ity metric as unique named entity counts to 
blog posts is straightforward. We measure a 
blog post’s specificity as the number of unique 
named entities in the combined text of the blog 
post and any news story it cites. 


In Table 5, we compare two blog posts of 
nearly identical length. The first contains nine 
news out-links concerning the Bersih rally, and 
the second is from essentially an online diary 
and contains no news out-links. Our specific-
ity metric — the number of unique capitalized 
phrases (proper nouns) in the combined post 
and out-link texts — reflects the first post’s 
intuitively higher specificity.


This metric makes the specificity of a blog 
post that quotes an entire news article the same 
as a post that simply cites the same news arti-
cle. Furthermore, it makes the specificity of 
a blog post that cites a news article and par-
tially quotes it the same as the specificity of the 
news article itself, if the blog post adds no new 
named entities. Every additional named entity 
not shared with a cited news article adds to 
the post’s specificity. Finally, we can compute 
specificity the same way for both English and 
Bahasa Melayu content or any language with 
similar capitalization. 


Measuring Timeliness
Timely engagement with current events as they 
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Figure 5. Term distribution in posts and out-links (% of documents 
containing the term). The chart shows that combining the text of 
posts and news out-links allows the system to better characterize 
and cluster posts by topic.
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occur is a measure of quality among sopo blog-
gers. Indeed, half the links that a news article 
receives are established within 36 hours of its 
publication.10 Malaysian sopo bloggers are def-
initely more engaged with the news than ran-
domly selected Malaysian bloggers. Our research 
shows that Malaysian sopo bloggers link to news 
articles about five times more often than ran-
domly selected Malaysian bloggers, but — per-
haps because of governmental press control 
— Malaysian sopo bloggers link to news articles 
only about 15 percent of the time (compared 
with 50 percent of US, A-list political bloggers4). 


In our system, we compute a blog post’s 
timeliness as the difference between its publi-
cation date and the publication date of a news 
source article it references. If a post cites more 
than one news article, we take the minimum 
number of days elapsed. Thus, if a post cites 
multiple news articles, its timeliness is the dif-
ference between the most recent article and 
the post-publication time. This lets us track a 
blog post’s temporal proximity to an event that 
it cites, a better representation of its timeliness 
than its recency (see Figure 6).


We’ve implemented pattern-matching tech-
niques to identify publication dates on blogs 
via distinctive URL formats produced by the 
Blogger and Wordpress platforms. This facili-
tates querying posts by date range. We can’t 
rely on the last-modified HTTP header for blog 
post publication dates because a post with com-
ments or a trackback will reflect that modifica-
tion time. For news source out-links, if we can’t 
completely identify a date in the news article’s 
URL, we identify the first full date in the text 
based on the assumption that datelines are usu-
ally placed prominently in news stories. 


We can currently extract publication dates 
for Wordpress and Blogger blogs automatically 
with 91.6 percent accuracy (based on a sample 
of 60 randomly selected posts). We can correctly 
identify cited news articles’ publication date 


with 87 percent accuracy (based on a sample of 
57 randomly selected news citations). Thus, we 
can only expect roughly 79 percent accuracy in 
the timeliness scores computed at present. 


We can aggregate our timeliness metric 
across all posts in a blog to provide a metric of 
blog timeliness as a whole, a dimension of blog 
quality orthogonal to the specificity and cred-
ibility metrics. A blogger with a high degree of 
timeliness represents someone who is deeply 
committed to reacting to events as they happen.


O ur metrics for representing a blog post’s (and 
an entire blog’s, by aggregation) relevance 


(aboutness), credibility, timeliness, and specific-
ity are scalable and practical in that they rely on 
little more than identifying proper names and 
other features in blog posts that the system can 
identify automatically with high accuracy. These 
features include in-link and out-link URLs deter-
mining the blog’s link structure, dates, proper 
nouns (capitalized phrases), comments, and blog 


Table 5. Specificity comparison of two blog posts.


Blog post 1* Blog post 2†


File size 16.05 Kbytes 60.0 Kbytes


Word count 1,029 words 1,016 words


News out-link count 9 0


Specificity, post only 55 unique capitalized phrases 55 unique capitalized phrases


Specificity, post + news out-links 563 unique capitalized phrases 55 unique capitalized phrases


*Post 1: http://ninashah.vox.com/library/post/in-lolcat-it-translates-to-icanhazdemocracynao.html 
†Post 2: http://blogs.myspace.com/index.cfm?fuseaction=blog.view&friendID=449654&blogID=353337981
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Figure 6. Temporal distribution of posts mentioning “Bersih.” The 
Bersih rally occurred on 10 November 2007. Posts published closer 
to this date are timelier than those published later. Mentions of the 
Bersih rally in the context of a second, smaller rally that occurred 
in late November account for the smaller, second spike. (Data 
from Technorati.com.)







Social Computing in the Blogosphere


44 		  www.computer.org/internet/� IEEE INTERNET COMPUTING


profile features, such as place names, occupa-
tions, titles, and so on. We believe that our met-
rics are applicable to other sopo blogospheres 
as well as that of Malaysia. In future work, we 
plan to validate our metrics with respect to other 
national or regional sopo blogospheres.�
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I n his influential paper “The Computer for 
the 21st Century,” Mark Weiser talked about 
making machines fit the human environ-


ment instead of forcing humans to enter the 
machine’s environment.1 He noted, “The most 
profound technologies are those that disap-
pear. They weave themselves into the fabric of 
everyday life until they are indistinguishable 
from it.” Weiser’s vision, outlined two decades 
ago, led to ubiquitous computing. Now, we must 
again rethink the relationship and interactions 
between humans and machines — this time, 
including a variety of technologies, includ-
ing computing technologies; communication, 
social-interaction, and Web technologies; and 
embedded, fixed, or mobile sensors and devices.


We’re on the verge of an era in which the 
human experience can be enriched in ways we 
couldn’t have imagined two decades ago. Rather 
than depending on a single technology, we’ve pro-
gressed with several whose semantics-empowered 
convergence and integration will enable us to 
capture, understand, and reapply human knowl-
edge and intellect. Such capabilities will conse-
quently elevate our technological ability to deal 
with the abstractions, concepts, and actions that 
characterize human experiences. This will herald 
computing for human experience (CHE).


The CHE vision is built on a suite of tech-
nologies that serves, assists, and cooperates 
with humans to nondestructively and unobtru-
sively complement and enrich normal activi-
ties, with minimal explicit concern or effort 
on the humans’ part. CHE will anticipate when 
to gather and apply relevant knowledge and 
intelligence. It will enable human experiences 
that are intertwined with the physical, concep-
tual, and experiential worlds (emotions, senti-
ments, and so on), rather than immerse humans 
in cyber worlds for a specific task. Instead of 


focusing on humans interacting with a technol-
ogy or system, CHE will feature technology-rich 
human surroundings that often initiate interac-
tions. Interaction will be more sophisticated and 
seamless compared to today’s precursors such as 
automotive accident-avoidance systems.


Many components of and ideas associated 
with the CHE vision have been around for a 
while. Here, I discuss some of the most impor-
tant tipping points that I believe will make CHE 
a reality within a decade.


Bridging the Physical/Digital Divide
We’ve already seen significant progress in tech-
nology that enhances human-computer inter-
actions; the iPhone is a good example. Now 
we’re seeing increasingly intelligent interfaces, 
as exemplified by Tom Gruber’s Intelligence at 
the Interface technology (http://tomgruber.org/
news/sdforum-dec13.htm), which has demon-
strated contextual use of knowledge to develop 
intelligent human–mobile-device interfaces. We’re 
also seeing progress in how machines (devices 
and sensors), surroundings, and humans inter-
act, enabled by advances in sensing the body, 
the mind, and place. Such research supports the 
ability to understand human actions, including 
human gestures and languages in increasingly 
varied forms. The broadening ability to give any 
physical object an identity in the cyber world 
(that is, to associate the object with its repre-
sentation), as contemplated with the Internet 
of Things, will let machines leverage extensive 
knowledge about the object to complement what 
humans process.


Human-machine interactions are taking 
place at a new level, as demonstrated by Psyler-
on’s Mind Lamp (www.psyleron.com/lamp.aspx), 
which shows connections between the mind 
and the physical world. Soon, computers will be 
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able to translate gestures to concrete 
actionable cues and understand per-
ceptions behind human observations, 
as shown by MIT’s Sixth Sense proj-
ect (www.pranavmistry.com/projects/
sixthsense).


In addition, interactions initi-
ated in the cyber world are increas-
ing and becoming richer. Examples 
range from a location-aware system 
telling a smart phone user about a 
sale item’s availability nearby to 
advanced processing of sensor data 
and crowd intelligence to recom-
mend a road rerouting or to act on 
behalf of a human. This bridging of 
the physical/digital divide is a key 
part of CHE.


Elevating Abstractions  
That Machines Understand
Perception is a key aspect of human 
intelligence and experience. Elevating 
machine perception to a level closer 
to that of human perception will be 
a key enabler of CHE. In 1968, Rich-
ard Gregory described perception as 
a hypothesis over observation.2 Such 
hypothesis building comes naturally 
to people as an (almost) entirely sub-
conscious activity. Humans often 
interpret the raw sensory observa-
tion before recognizing a conscious 
thought. On the other hand, hypoth-
esis building is often cumbersome 
for machines. Nevertheless, to inte-
grate human and machine percep-
tion, the convergence must occur at 
this abstraction level, often termed 
situation awareness. Therefore, 
regardless of the source, this inte-
gration requires a shared framework 
for communicating and comparing 
situation awareness.


Perceptual hypotheses represent 
the semantics, or meaning, of obser-
vation. Beginning with raw obser-
vation, we find such meaning by 
leveraging background knowledge 
of the interaction between observa-
tion and possible causes to deter-
mine the most likely hypothesis. 
Previous experience, schooling, and 


personality account for much of the 
background knowledge in a single 
mind. Machines also must leverage 
background knowledge for effective 
perception.3 So, effective perception 
requires a framework for represent-
ing background knowledge.


From Perception  
to Semantics
John Locke, Charles Peirce, Ber-
trand Russell, and many others have 
extensively and wonderfully written 
about semiotics — how we construct 
and understand meaning through 
symbols. A key enhancement we’re 
already seeing is the humanization 
of data and observation, includ-
ing social computing extending 
semantic computing and vice versa. 
Metadata is no longer confined to 
structural, syntactic, and seman-
tic metadata but includes units of 
observations that convey human 
experience, including perceptions, 
sentiments, opinions, and intentions.


Soon, we’ll be able to convert 
massive amounts of raw data and 
observations into symbolic representa-
tions. We’ll make these representations 
more meaningful through a variety of 
relationships and associations we can 
establish with other things we know. 
We’ll then be able to contextually 
leverage all this to improve human 
activities and experience.


CHE will bring together many 
current technological advances in 
capabilities that are easy and natural 
for humans but harder for machines, 
fundamentally combining human 
sensing with machine sensing and 
processing. In CHE,


•	 pattern recognition,
•	 image analysis,
•	 casual text processing,
•	 sentiment and intent detection,
•	 using domain models to gather 


factual information, and
•	 polling social media to gather 


community opinions and build 
intelligence


will all come together to enable a 
system that makes conclusions and 
decisions with human-like intuition, 
but much more quickly than humans.


Semantics at an 
Extraordinary Scale
Semantic computing, aided by 
Semantic Web technology, is an 
ideal candidate framework for mean-
ingful representation and sharing of 
hypotheses and background knowl-
edge. Together with semantic com-
puting, the large-scale adoption 
of Web 2.0 or social-Web technol-
ogy has led to the availability of 
multimodal user-generated content, 
whether text, audio, video, or sim-
ply attention metadata, from a vari-
ety of online networks. The most 
promising aspect of this data is 
that it truly represents a population 
and isn’t a biased response or arbi-
trary sample study. This means that 
machines now have at their disposal 
the variety and vastness of data and 
the local and global contexts that 
we use in our day-to-day processing 
of information to gather insights or 
make decisions.


We also see a move from document- 
and keyword-centric information pro-
cessing that relies on search-and-sift 
to representing information at higher 
abstraction levels. This involves mov-
ing from entity- or object-centric 
processing to relationship- and event-
centric processing. This, in turn, 
involves improving the ability to 
extract, represent, and reason about 
a vast variety of relationships, as 
well as providing integral support for 
information’s temporal, spatial, and 
thematic elements.


With parallel advances in knowl-
edge engineering, large-scale data 
analytics, and language understand-
ing, we’re able to build systems that 
can process, represent, and reason 
over data points much as humans 
do. In addition, we can provide 
extremely rich markups of all the 
observations available to a machine, 
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letting machines connect the dots 
(contexts) surrounding the observa-
tions (data) and draw conclusions 
that nearly mimic human perception 
and cognition. All these together 
are reducing the disparity between 
humans’ perceptions and the con-
clusions that machines draw from 
quantified or qualified observations.


Semantics-empowered social com
puting, semantics-empowered ser
vices computing (smart mashups), 
and semantics-enhanced sen-
sor computing (exemplified by the 
semantic sensor Web) are key build-
ing blocks of CHE.


The sidebar “Influential and Inter-
esting Works That Lead to Computing 
for Human Experience” (available at 
www.computer.org/cms/Computer. 
org/d l/mags/ic/2010/01/ex t ras/
mic2010010088s.pdf) discusses such 
important research as the memex 
and trailblazing, ambient intelli-
gence, the Semantic Web, experi-
ential computing, the Relationship 
Web, humanist computing, and the 
PeopleWeb.


Semantic Computing  
as a Starting Point
At the center of the approach to 
achieving CHE is semantic comput-
ing. Figure 1 shows a contemporary 
architecture for semantic computing 
(simplified for brevity). It has four 
key components: data or resources, 
models and knowledge, semantic 
annotation, and semantic analysis 
or reasoning.


Whereas semantic computing 
started with primarily enterprise 
and then Web data, including busi-
ness and scientific data and litera-
ture, it has expanded to include any 
type of data and massive amounts 
of Web-accessible resources, includ-
ing services, sensor, and social data. 
Here are some impressive examples:


•	 the capture of comprehensive 
personal information (for exam-
ple, MyLifebits; http://research.
microsoft.com/en-us/projects/
mylifebits),


•	 the collection of massive amounts 
of interlinked curated data (for 


example, Linked Data; http://
linkeddata.org),


•	 data and information contributed 
by a community of volunteers 
(for example, Wikipedia) and the 
record of social discourse of mil-
lions of users on a vast number of 
topics (for example, Facebook and 
Twitter), and


•	 the collection of observations 
from sensors in, on, or around 
humans; and around the earth.


Semantic computing over such a 
bewildering variety of data is made 
possible largely by an agreement on 
what the data means. This agree-
ment can be represented in a manner 
that’s formal or informal; explicit or 
implicit; or static (through a deliber-
ate, expert-driven process), periodic, 
or dynamic (for example, mining 
Wikipedia to extract a targeted tax-
onomy). The key forms in which such 
agreements are modeled include for-
mal ontologies, folksonomies, taxon-
omies, vocabularies, and dictionaries.


Researchers have started making 
rapid strides in creating models and 
background knowledge from human 
collaborations (as exemplified by 
hundreds of expert-created ontolo-
gies). They’ve done this by


•	 selectively extracting or min-
ing the Web for facts, as demon-
strated by Voquette/Semangix,4 


or scientific literature and
•	 harvesting community-created 


content, as demonstrated by 
Yago (www.mpi-inf.mpg.de/yago 
-naga/yago) and Taxonom (http://
taxonom.com).


Along with domain-specific or 
thematic conceptual models, tempo-
ral and spatial models (ontologies) 
have taken their rightful place for 
capturing meaning, especially as we 
seek to go from keywords and docu-
ments to objects, and then to rela-
tionships and events.


Such models and associated back
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Figure 1. A contemporary architecture for semantic computing. It analyzes 
any form of Web, social, or sensor data by extracting metadata, resulting 
in comprehensive semantic annotation. This process is aided by conceptual 
models and knowledge and by a variety of information-retrieval, statistical, and 
AI (machine learning and natural-language processing) techniques, at the Web 
scale. Semantic analysis supported by mining, inferencing, and reasoning over 
annotations supports applications.
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ground knowledge have provided 
powerful ways to automatically 
extract semantic metadata or seman-
tically annotate any type of data to 
associate meaning with the data. 
A variety of semantic computa-
tions aided by pattern extraction, 
inferencing, logic- and rule-based 
reasoning, and so on, then provide 
a range of applications including 
semantic search, browsing, integra-
tion, and analysis. Such applications 
can lead to insights, decision sup-
port, and situational awareness. One 
such application is the extraction 
of social signals as exemplified on 
Twitter (http://twitris.knoesis.org).


An Illustrative Example
To get an idea of some of the capa-
bilities I’ve described, consider a 
scenario in which a farmer observes 
an unfamiliar disease on his crop 
and seeks information to manage it 
(see Figure 2). He clicks a picture, 
tags it with keywords “crop” and 
“blight,” and sends a message seek-
ing more information: “Looks bad, 
but I don’t know what it is. Any help 
would be great.”


A CHE system would analyze the 
image to help identify the exact crop 
(for example, sweet corn) and the 
disease. It would also use location 
coordinates and related contextual 
and background domain knowledge, 
including local weather and soil 
conditions (for example, to deter-
mine whether the disease is northern 
corn leaf blight). It would analyze 
the farmer’s message to extract 
the information-seeking intent and 
detect an unfavorable sentiment 
associated with the content.


It would then broadcast this 
information to online forums and 
social networks of individuals whose 
profiles indicate a professional or 
scientific interest in farming, crop 
diseases, and plant pathology. It 
would track responses, prioritizing 
those from authoritative sources, 
pulling actionable information based 


on their suggestions, aggregating 
duplicate suggestions, filtering 
spam, and presenting summaries of 
crowd-contributed intelligence. In 
this case, the actionable information 
could be a list of suitable fungicides 
and pesticides and their prices, buy-
ing options, and action plans (for 
example, if the farmer has a sweet 
corn variety, he could spray fungi-
cide and then use hybrid seed in the 
future to provide blight resistance). 
The CHE system would also have a 
feedback mechanism, prompting the 
farmer for progress and informing 
the community when metrics devi-
ate from known specifications. 


The system would do all these 
things while requiring minimal 
involvement from the farmer.


T his example doesn’t capture all the 
promise of advances in machines 


interacting with humans at higher 
abstraction levels. Perhaps the CHE 
system, using machine perception, 
could also detect the disease-ridden 
crops before the farmer even notices 
and initiate the search I described, 
providing actionable intelligence to 
the farmer. More than just provide 
automation, CHE would work around 


the farmer’s natural work pattern 
and environment, making technology 
interactions minimal and natural.�
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Figure 2. An example embodying some of the computing for human 
experience (CHE) promises — helping a farmer in his natural context. The 
farmer sends a message requesting help with an unknown crop disease. The 
CHE system analyzes the message, contacts appropriate sources, and returns 
actionable information, while requiring minimal involvement or technology 
consciousness from the farmer.







web extra


Unless otherwise stated, bylined articles, as well as product and service descriptions, re
 ect the author’s or � rm’s opinion. 
Inclusion does not necessarily constitute endorsement by the IEEE or the IEEE Computer Society.


J A N U A R Y / F E B R U A R Y  2 0 1 0  ©  2 0 1 0  I E E E  I E E E  I N T E R N E T  C O M P U T I N G  W E B  E X T R A  i


Semantics & Services


In� uential and Interesting Works 
That Lead to Computing for Human 
Experience
Amit Sheth, Wright State University


V. Bush, “As We May Think,” The Atlantic, July 1945; www.
theatlantic.com/doc/194507/bush. A true visionary, Vanne-
var Bush presented interesting ideas on the memex (a theoreti-
cal computer system) and trailblazing. This is one of the early 
and important writings emphasizing the role of relationships, 
which has inspired much of my research. Cartic Ramakrishnan 
and I further explored an aspect of this vision in “Relationship 
Web: Blazing Semantic Trails between Web Resources,” IEEE 
Internet Computing, vol. 11, no. 4, 2007, pp. 84–88.


E. Zelkha and B. Epstein, “From Devices to ‘Ambient Intel-
ligence: The Transformation of Consumer Electronics,’” talk 
given at the 1998 Digital Living Room Conference (Pow-
erPoint presentation available at www.epstein.org/brian/
ambient_intelligence/DLR%20Final%20Internal.ppt). This 
vision of digital environments that are sensitive and responsive 
to the presence of people goes beyond ubiquitous computing 
and advanced human-computer interaction. In this vision, de-
vices work together to help people easily and naturally per-
form everyday activities. To do this, the devices employ infor-
mation and intelligence hidden in the network connecting the 
devices, using context-aware, anticipatory, and adaptive tech-
nologies. Computing for Human Experience (CHE) also seeks 
to enhance this vision beyond its device roots. CHE leverages 
additional progress in perceptual, semantic, and social capa-
bilities, emphasizing experiential attributes. It spans the scope 
from an individual and his or her surroundings to the collec-
tive social consciousness.


T. Berners-Lee and M. Fischetti, Weaving the Web, Harper, 


1999. Chapter 12 of the book introduced the Semantic Web, 
which uses metadata to extensively associate meaning with 
data. A 2000 keynote I gave built on the data/information/
knowledge-centric work performed in the 1990s (see http://
knoesis.wright.edu/library/resource.php?id=735). In that key-
note, I discussed uses of ontologies and semantic metadata ex-
traction and annotation that led to commercial applications 
in semantic categorization, cataloging, search, browsing, per-
sonalization, and targeting. Berners-Lee (along with James 
Hendler and Ora Lassila) followed up Weaving the Web with 
a more detailed intelligent-agent, AI-centric vision in the 
highly cited May 2001 Scienti� c American article “The Se-
mantic Web.” The Semantic Web initiative carried out in the 
W3C’s context has led to the development of standards (for 
example, RDF and OWL) resulting in Web-scale data integra-
tion and sharing, and knowledge aggregation (for example, 
using ontologies) and application. CHE envisages extending 
these unprecedented semantic data and computing capabilities 
to sensory, social, and experiential aspects.


Scientists have recognized semantics’ importance in dealing 
with data heterogeneity since the 1980s, when conceptual or 
semantic models emerged. The 1990s through the early 2000s 
saw the use of conceptual models or ontologies for semantic 
metadata extraction and annotations, for faceted or semantic 
search, and subsequently for semantic analytics. Some early 
examples of semantics in computing appear in J. He¦ in and 
J. Hendler, “A Portrait of the Semantic Web in Action,” IEEE 
Intelligent Systems, vol. 16, no. 2, 2001, pp. 54–59, and A. 
Sheth and C. Ramakrishnan, “Semantic (Web) Technology in 
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Action: Ontology Driven Information Systems for Search, In-
tegration and Analysis,” IEEE Data Engineering Bull., vol. 
26, no. 4, 2003, pp. 40–48. An example of the extension of 
semantic computing to today’s data explosion appears in C. 
Bizer, T. Heath, and T. Berners-Lee, “Linked Data—the Story 
So Far,” Int’l J. Semantic Web & Information Systems, vol. 5, 
no. 2, 2009, pp. 1–22.


R. Kurzweil, The Age of Spiritual Machines: When Comput-
ers Exceed Human Intelligence, Penguin, 2000. That the pace 
of technological innovation is accelerating is believable. How-
ever, the prospect of computers exceeding human intelligence, 
as Ray Kurzweil postulates, is (whether likely or not) certainly 
less exciting to us humans, in my opinion.


R. Jain, “Experiential Computing,” Comm. ACM, vol. 46, no. 
7, 2003, pp. 48–55. This article focuses on incorporating in-
sight and experiences into computing, supported by users ap-
plying their senses to all forms of data related to events. Also 
relevant are Ramesh Jain’s views on EventWeb; see “Event-
Web: Developing a Human-Centered Computing System,” 
Computer, vol. 41, no. 2, 2008, pp. 42–50. CHE is partly a 
continuation of the experiential-computing vision. It builds on 
advances in information and communication technology, sen-
sors, and embedded computing, incorporating social and se-
mantic computing and emphasizing higher-level abstractions. 
Jain and I coedit the Springer book series Semantic and Be-
yond: Computing for Human Experience, in which we ª rst 
conceived the term “computing for human experience.”


J. Gemmell, G. Bell, and R. Lueder, “MyLifeBits: A Personal 
Database for Everything,” Comm. ACM, vol. 49, no. 1, 2006, 
pp. 88–95. MyLifeBits presages an ability to record virtually 
everything in a person’s life. Such an ability to capture per-
sonal and related social information is complemented by the 


increasing ability to observe or sense a vast variety of physical 
as well as social phenomena and events through the emerging 
sensor Web and social Web. CHE will understand, integrate, 
analyze, and utilize all these to enhance human experience.


J. Rossiter, “Humanist Computing: Modelling with Words, 
Concepts, and Behaviours,” Modelling with Words, LNCS 
2873, Springer, 2003, pp. 124–152. This paper is relevant to 
CHE’s focus on raising the level of abstraction. It proposes 
modeling with words, concepts, and behaviors to deª ne a hi-
erarchy of methods that extends from low-level data-driven 
modeling with words to the high-level fusion of knowledge in 
the context of human behaviors.


R. Ramakrishnan and A. Tomkins, “Toward a PeopleWeb,” 
Computer, vol. 40, no. 8, 2007, pp. 63–72. This article and 
numerous other works (including Wikipedia’s Collective Intel-
ligence entry and my article “Citizen Sensing, Social Signals, 
and Enriching Human Experience,” IEEE Internet Comput-
ing, vol. 13, no. 4, 2009, pp. 87–92) discuss how connecting 
billions of people, generating content based on massive num-
bers of user contributions, citizen or participatory sensing, 
and using the Web to capture social consciousness are chang-
ing how we collect, share, and analyze human knowledge and 
experience. To realize CHE, we’ll need to combine physical, 
personal, social, collective, and environmental scopes. 


This Web extra accompanies the article, “Computing for Hu-
man Experience: Semantics-Empowered Sensors, Services, and 
Social Computing on the Ubiquitous Web, by Amit Sheth, IEEE 
Internet Computing, vol. 14, no. 1, 2010, pp. 88–91; http://
doi.ieeecomputersociety.org/10.1109/MIC.2010.4.


Selected CS articles and columns are also available for 
free at http://ComputingNow.computer.org.
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T he term Internet of Things1 has 
recently become popular to 
emphasize the vision of a global 


infrastructure of networked physical 
objects. Although this vision is com-
pelling, no consensus exists about how 
to realize it. The Internet of Things is 
partly inspired by the success of RFID 
technology, which is now widely used 
for tracking objects, people, and ani-
mals. RFID system architecture is 
marked by a sharp dichotomy of simple 
RFID tags and an extensive infrastruc-
ture of networked RFID readers. This 
approach optimally supports tracking 
physical objects within well-defined 
confines (such as warehouses) but lim-
its the sensing capabilities and deploy-


ment flexibility that more challenging 
application scenarios require. 


We’re working toward an alterna-
tive architectural model for the Inter-
net of Things1 as a loosely coupled, 
decentralized system of smart objects 
— that is, autonomous physical/digital 
objects augmented with sensing, pro-
cessing, and network capabilities. In 
contrast to RFID tags, smart objects 
carry chunks of application logic that 
let them make sense of their local situ-
ation and interact with human users. 
They sense, log, and interpret what’s 
occurring within themselves and the 
world, act on their own, intercommu-
nicate with each other, and exchange 
information with people. 


The combination of the Internet and emerging technologies such as near-


field communications, real-time localization, and embedded sensors lets us 


transform everyday objects into smart objects that can understand and react 


to their environment. Such objects are building blocks for the Internet of 


Things and enable novel computing applications. As a step toward design and 


architectural principles for smart objects, the authors introduce a hierarchy of 


architectures with increasing levels of real-world awareness and interactivity. 


In particular, they describe activity-, policy-, and process-aware smart objects 


and demonstrate how the respective architectural abstractions support 


increasingly complex application. 


Gerd Kortuem  
and Fahim Kawsar
Lancaster University


Daniel Fitton
University of Central Lancashire


Vasughi Sundramoorthy
University of Salford


Smart Objects  
as Building Blocks  
for the Internet of Things
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The vision of an Internet of Things built from 
smart objects raises several important research 
questions in terms of system architecture, 
design and development, and human involve-
ment. For example, what is the right balance for 
the distribution of functionality between smart 
objects and the supporting infrastructure? How 
do we model and represent smart objects’ intel-
ligence? What are appropriate programming 
models? And how can people make sense of and 
interact with smart physical objects? 


A key insight of our work is that the answers 
to these questions are interrelated, so it doesn’t 
make sense to attempt to answer each question 
in isolation. Through practical experimentation 
and by prototyping many generations of smart 
objects, we identified three canonical smart-
object types (see Figure 1) that we believe rep-
resent fundamental design and architectural 
principles: activity-aware objects, policy-aware 
objects, and process-aware objects. These types 
represent specific combinations of three design 
dimensions that we’ll discuss later. Here, we aim 
to highlight the interdependence between design 
decisions and explore how smart objects can 
cooperate to form an “Internet of smart objects.”


Smart Objects  
for Industrial Workplaces
Our exploration of smart objects and the Inter-
net of Things is informed by the requirements 
of industrial application scenarios — in partic-
ular, in the petrochemical and road construc-
tion industries. Our first case study investigated 
chemical storage at a processing plant, in partic-
ular, the use and handling of chemical drums;2 
the second case study looked at “road patching,” 
a typical maintenance task aimed at repairing 
defects in a road’s surface (see Figure 2a).3


Although RFID technology is widely 
deployed in many industries, its use in tempo-
rary and highly dynamic work environments 
such as construction sites is severely restricted. 
To overcome the handicap of an extensive exter-
nal infrastructure, we chose to convert existing 
work objects such as containers and tools (pave-
ment breaker, drum roller, and wacker plate 
compactor) into smart objects by augmenting 
them with embedded sensor devices (based on 
an ARM7 processor) and wireless capabilities 
(following the 802.15.4 near-field radio stan-
dard). The resulting smart work objects can 
autonomously interpret sensor data and make 


decisions but can also communicate and coop-
erate with each other. To enable user input and 
output, we equipped smart objects with a small, 
embedded display and a set of buttons. In addi-
tion, we developed a wireless wearable device 
that functions as a remote interface device for 
smart objects (Figure 2b). 


Smart-Object Typology
Through a multiyear collaboration with indus-
trial partners, we were able to build vari-
ous design alternatives for smart objects and 
explore the smart-object design space in depth. 
Although we deployed several hardware plat-
forms to accommodate increasing computa-
tional requirements and emerging standards, 
we essentially kept the same hardware design 
throughout. The key differences in our designs 
can be found along the following three design 
dimensions: 


•	 Awareness is a smart object’s ability to 
understand (that is, sense, interpret, and 
react to) events and human activities occur-
ring in the physical world. 


•	 Representation refers to a smart object’s 
application and programming model — in 
particular, programming abstractions.


•	 Interaction denotes the object’s ability to 
converse with the user in terms of input, 
output, control, and feedback. 


Through iterative exploration and testing of 
various designs, we discovered that the most 
useful designs weren’t evenly spread through-
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Figure 1. Smart-object dimensions. We can see the three canonical 
object types, activity-aware, policy-aware, and process-aware.
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out the design space but clustered around the 
three main object types we introduced previ-
ously (see Figure 1). Table 1 summarizes these 
object types and how they relate to the three 
design dimensions just introduced.


Activity-Aware Smart Objects
An activity-aware object can record informa-
tion about work activities and its own use. In 
particular, we can characterize it as follows:


•	 Awareness. An activity-aware object under-
stands the world in terms of event and activ-
ity streams, where each event or activity is 
directly related to the use and handling of the 
object (pick up, turn on, operate, and so on).


•	 Representation. Its application model con-
sists of aggregation functions for accumu-
lating activities over time. 


•	 Interaction. Activity-aware objects primar-
ily log data and don’t provide interactive 
capabilities. 


Activity-aware objects are the simplest of 
the three types, and they already support inter-
esting smart-object applications. For the con-
struction case study, for example, we developed 
a pay-per-use tool that uses sensors to record 
data about the timing and duration of its use 
and how workers handle it.4 The tool converts 
this usage data into a financial cost figure, 
which equipment rental companies can use to 
realize a pay-per-use business model. The tool 
also detects worker misuse (for example, drop-
ping the tool to the ground or overheating it) 
and automatically takes into account necessary 
maintenance and repair costs. (Most equipment 
in the construction industry is rented on a con-
tractual basis, but rent prices depend only on 
contract length.) Pay-per-use tools benefit con-
struction companies as well because they sup-
port real-time cost capturing in the field. 


Technically, an activity-aware smart object 
analyzes the data stream from its sensors, 
uses recognition algorithms to detect activi-


(a) (b)


Figure 2. Road-patching case study. This study used (a) a smart object deployed at a road construction site. Workers 
used (b) wearable user interface devices that showed personal health records containing information about a worker’s 
exposure to hazardous equipment vibration.


Table 1. Summary of smart-object types.


Awareness Representation Interaction Augmentation Example 
application


Activity-
aware object


Activities and usage Aggregation 
function


None Time, state (on/
off), vibration


Pay-per-use


Policy-aware 
object


Domain-specific policies Rules Accumulated 
historical data, 
threshold warnings


Time, vibration, 
state, proximity


Health and safety


Process-
aware object


Work processes (that is, 
sequence and timing of 
activities and events)


Context-driven 
workflow model


Context-aware task 
guidance and alerts


Time, location, 
proximity, 
vibration, state


Active work 
guidance
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ties and events, and applies application-specific 
aggregation functions. Further discussion of 
usage-based pricing policies for smart products 
appears elsewhere.5


Policy-Aware Smart Objects
A policy-aware object is an activity-aware 
object that can interpret events and activi-
ties with respect to predefined organizational 
policies. We can describe it within our design 
parameters as follows:


•	 Awareness. A policy-aware object under-
stands to what extent real-world activi-
ties and events comply with organizational 
policies. 


•	 Representation. Its application model con-
sists of a set of rules that operate on event 
and activity streams to create actions. 


•	 Interaction. A policy-aware object provides 
context-sensitive information about object 
handling and work-activity performance. In 
particular, it can issue warnings and alerts 
if workers violate policies. 


We’ve used policy-aware object design to 
develop health- and safety-aware smart objects 
for chemical storage and road construction sce-
narios. In the first case, we developed a smart 
barrel with embedded storage rules for various 
chemicals.2 Depending on temperature, vibra-
tions, and barrels’ relative proximity, it informs 
workers about safety violations and prompts 
them to take appropriate action. In our con-
struction case study, we developed a family of 
vibration-aware tools that can monitor workers’ 
exposure to dangerous vibrations.3 These smart 
tools aim to minimize the occurrence of vibra-
tion white finger (VWF), a painful and poten-
tially debilitating disease caused by long-term 
accumulative exposure to vibrations. The smart 
tools carry an explicit model of legal health and 
safety regulations, which state maximum daily 
and average exposure levels.6 The tools record 
equipment use and send information to a work-
er’s wearable tag, where it’s stored as a personal 
health log. The tag visually indicates current 
exposure levels (Figure 3b) and, if vibrations 
exceed legal limits, alerts workers.


Technically, a policy-aware object is an 
activity-aware object with an added embedded 
policy model. The user interface is an important 
aspect of policy-aware objects; they not only 
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Figure 3. Smart objects in the field. We designed and field tested 
(a) a pneumatic pavement breaker prototype that gathers data 
about usage patterns and provides context-aware guidance during 
construction work. The top left image shows the provisional 
attachment of the sensor board to the pavement breaker; the 
lower left image shows the sensor board. To model the tool’s 
organizational process, we use (b) a workflow that defines the 
work activities in which the smart object is involved. 
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record and interpret sensed data but also give 
users timely information. In this sense, policy-
aware objects are interactive systems.


Process-Aware Smart Objects
Processes play a fundamental role in industrial 
work management and operation. A process is a 


collection of related activities or tasks that are 
ordered according to their position in time and 
space. A process-aware object represents the 
most accomplished of our three object types; we 
characterize it as follows: 


•	 Awareness. A process-aware object under-


Related Work in Smart Objects


Research on smart objects and the Internet of Things has 
been going on for more than a decade and reaches back to 


Mark Weiser’s original vision of ubiquitous computing. Bruce 
Sterling recently popularized the idea of smart objects and the 
Internet of Things; Sterling coined the term spime1 to describe 
a new category of space-time objects that are aware of their 
surroundings and can memorize real-world events. Julian 
Bleeker advocated a similar notion of blogjects (objects that 
blog) in his “Manifesto for Networked Objects.”2 This more 
visionary work has been met by a growing body of technol-
ogy- and business-focused research on RFID, smart objects, 
and smart products.3


Roy Want and his colleagues augmented physical objects 
with passive RFID tags so that they were uniquely identifi-
able and information related to them could be presented to 
their users.4 Michael Beigl and his colleagues defined a smart 
object as “an everyday artifact augmented with computing and 
communication, enabling it to establish and exchange informa-
tion about itself with other artifacts and/or computer appli-
cations.”5 Friedemann Mattern formulated in a similar way: 
“Smart objects might be able not only to communicate with 
people and other smart objects, but also to discover where 
they are, which other objects are in the vicinity, and what has 
happened to them in the past.”6 Norbert Streitz and his col-
leagues looked at smart objects from two perspectives: one 
model has system-oriented, importunate smartness in which 
smart objects can take certain self-directed actions based on 
previously collected information; the other is people-oriented, 
empowering smartness where smart objects empower users 
to make decisions and take mature and responsible actions.7 


Most recent work on smart objects has focused on tech-
nical aspects (hardware platforms, software infrastructure, 
and so on8) and application scenarios. Application areas range 
from supply-chain management and enterprise applications to 
(home and hospital) healthcare9 and industrial workplace sup-
port.10–13 Human-interface aspects of smart-object technology 
are just beginning to receive attention,14 yet design principles 
and methods for smart objects that go beyond mere hardware 
have yet to be explored. Our work on exploring the smart-
object design space and identifying canonical smart-object 
types is a first step in this direction (see also Fahim Kawsar’s 
dissertation.15). In particular, we view as paramount to holis-
tically investigate sensing, modeling, and user interface issues. 
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stands the organizational processes that 
it’s part of and can relate the occurrence 
of real-world activities and events to these 
processes. 


•	 Representation. Its application model con-
sists of a context-aware workflow model7 
that defines timing and ordering of work 
activities. 


•	 Interaction. A process-aware object provides 
workers with context-aware guidance about 
tasks, deadlines, and decisions. 


We designed a process-aware tool for the 
construction industry that helps workers by 
providing just-in-time information about 
required work activities. To model the organi-
zational process, we use a workflow-like notion 
that defines work activities in which the smart 
object is involved. Figure 3b provides an exam-
ple workflow for a pneumatic pavement breaker 
(shown in Figure 3a). The workflow contains 
activities and transitions between activities. 
Transitions are annotated with context con-
ditions that refer to sensor or human input. A 
workflow continues along a transition if input 
satisfies a condition. 


The motivation for this smart object stems 
from construction work sites’ complexity and 
the large number of available tools used for 
specific purposes and from different sources 
(the construction company rents most equip-
ment from plant and machinery rental compa-
nies). Consequently, tools are part of a range 
of different processes at business, organi-
zational, and physical work-activity levels. 
These processes cross boundaries between dif-
ferent organizations — for example, between 
the rental company and the construction com-
pany. This complexity makes it challenging 
for workers to ensure that they are following 
the correct process for each work object at 
each level. 


The process-aware tool “understands” how 
workers are supposed to use it in each context 
and which work activities ought to be done 
next. It uses this understanding to provide 
context-sensitive guidance about tasks and 
processes. To give workers active guidance, we 
slightly enhanced the display device from the 
second-generation prototype to incorporate 
four buttons. These let workers view the current 
activity in which the object is involved (along 
with the time started) and navigate forward and 


backward in the flow to see the workflow’s past 
execution and the activities they must carry out 
in the future.


The three design dimensions we developed 
for designing smart objects provide a structured 
approach. The right balance of representation, 
awareness, and interactivity depends on the 
application scenario’s requirements; more com-
plex and abstract designs aren’t always better. 
In this sense, our smart-object types represent 
true design alternatives and not a necessary 
progression toward a final design. 


Toward an Internet of Smart Objects
As our preceding examples demonstrate, indi-
vidual smart objects working in isolation create 
interesting opportunities for novel information 
services. Yet, smart objects’ true power arises 
when multiple objects cooperate to link their 
respective capabilities. Our early example of 
cooperating smart objects, the safety-aware 
chemical drum,2 is a policy-aware smart object 
whose application model consists of a set of 
rules for determining to what extent work-
ers handle it in accordance with safety rules. 
When we bring multiple smart drums together 
in close physical proximity, they act as a col-
lective system: drums let each other access their 
respective rule sets and can thus make collec-
tive assessments about their safety status as a 
group (for example, whether the overall vol-
ume of all drums exceeds a dangerous limit). 
In this example, the drums achieve cooperation 
via a peer-to-peer (P2P) reasoning algorithm for 
collocated smart objects, in which the reason-
ing process physically “jumps” from one smart 
object to the next. All drums that have been 
part of the collective assessment display notices 
for users.


This example highlights two key research 
areas for smart objects and the Internet of Things.


Dynamic Ad Hoc Composition of Models
As we described, smart objects are autonomous 
objects that carry chunks of application logic. 
How can we combine these chunks into a coher-
ent collective application model? How can we do 
this in an ad hoc manner whenever objects come 
together within the same physical environment? 
The P2P reasoning algorithms we mentioned 
(see Figure 4)2 provide one example for policy-
aware objects, but this approach doesn’t address 
performance and security concerns. Further-
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more, it’s unclear how we might combine high-
level application models — such as workflows for 
process-aware smart objects — ad hoc. 


Dynamic Ad Hoc Composition  
of Interactive Capabilities
Smart objects are more than just sensor nodes; 
they’re interactive tools designed to help 
people accomplish tasks in the real world. 
As such, smart objects’ interactive input 
and output capabilities are key to their suc-
cess. This was highlighted through an ethno-
graphic workplace study that uncovered the 
impact of smart objects’ interactive capabili-
ties on people’s understanding of and attitude 
toward smart-object technology.2 The research 
community has yet to address the question 
of designing distributed user interfaces for 
smart-object collections. 


S mart objects provide a distributed archi-
tectural model for the Internet of Things. 


Due to their dual nature as physical and digi-
tal entities, such objects highlight the fact 
that the Internet of Things can’t be viewed 
only as a technical system but must also be 
considered as a human-centered interactive 
one. This implies that we must expand smart-
object design beyond hardware and software 
to include interaction design as well as social 
aspects. Our work on smart-object types 
has discovered important design patterns 
for smart objects that will not only inform 
their future design but also identify impor-
tant technical requirements for the emerging 
Internet of Things. 


Our current work is focused on two areas. 
First, we’re developing a new flow-based pro-
gramming paradigm for smart objects and 
the Internet of Things. This work involves 
developing new workflow models suitable for 
embedded devices and orchestration tech-
niques for the ad hoc combination of smart-
object flows. Second, we’re developing a 
means to increase smart objects’ interac-
tive capabilities, with the goal of supporting 
people in performing complex physical tasks 
involving smart objects.�
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FIgure 4. Peer-to-peer reasoning with smart objects. Colocated 
smart objects with local rule databases (1–5) form an ad hoc 
reasoning system in which logical queries are sent from object to 
object and results are passed back along the inference chain. In 
this example, smart object 1 contains one rule, A if B; to evaluate 
B, it sends a query to objects 2 and 3, which in turn asks object 
4. Reasoning chains can be limited to physical areas around 
the originating object. In this example, smart object 5 is beyond 
the distance limit set by smart object 1 (the circle indicates the 
maximum distance from object 1).
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C loud computing has attracted much atten-
tion in the popular press and technical 
literature, most of which has focused on 


virtualization’s advantages, private clouds ver-
sus public clouds, rapid scale-out of services, 
reliability, security, and privacy. Although these 
topics are all important, the cloud revolution 
is really about how cloud services extend and 
amplify the power of our client devices such as 
desktops, laptops, phones, and pads. Whether we 
realize it or not, nearly all of us as consumers 
experience client-plus-cloud technology in our 
daily lives — when we share photos, shop online, 
download and use applications for mobile phones, 
or use a search engine. This seemingly invisible 
technology has changed how we live and work, 
empowering us with new kinds of information 
and services, new ways of communicating and 
collaborating, and unparalleled convenience.


The next phase of this client-plus-cloud rev-
olution is under way and will transform how we 
conduct basic scientific and scholarly research. 
Until now, the only researchers who had access 
to large-scale computing were those with access 
to supercomputers or large computing clusters. 
With the power of the cloud, the easy-to-use 
tools that scientists and engineers work with 
every day can become infinitely more power-
ful — accessing and manipulating more data 
and applying more complex calculations — but 
in familiar ways. This ability to provide easy 
access to data and computation at an arbitrary 
scale has the power to democratize research by 


making computing power available for the vast 
majority of researchers using desktop comput-
ers. In the same way that the cloud has created 
online social networks, scientists can share 
data and analysis tools to build collaborative 
research communities.


To make this vision a reality, the computer 
systems research community must develop new 
approaches to building application platforms to 
support a new type of science. However, many 
technical challenges exist.


The Changing Nature of Research
Virtually all research has become data-centric. 
Over the years, researchers in all disciplines have 
benefited from improved computer performance, 
but now low-cost sensors and instruments are 
amassing petabytes of data from computer-
assisted experiments, simulations, and other 
sources. In 2010, 1,200 zetabytes (1.2 × 1021 bytes) 
of data will have been generated.1 Scientists and 
engineers are capturing data at an unimaginable 
scale; this necessitates a sea change in how they 
extract insight from all that data.


As a result of this explosive data growth, 
research is at an inflection point. The practice of 
scientific discovery is constantly evolving. The 
first paradigm of science was experimentation. 
This was quickly followed by theory, which for-
malized what we learned from our experiments. 
In the 20th century, we realized that computa-
tional simulation was a new paradigm that let us 
test theories in areas where experimentation was 
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either extremely expensive or impos-
sible. The data deluge we’ve created 
has driven us to a fourth paradigm of 
science,2 in which we ask fundamen-
tally different questions than in the 
past. Rather than use data to verify a 
theory, we can use massive amounts 
of data to create theory. This data 
takes the form of very accurate mod-
els that we couldn’t build from small 
data collections.


An excellent example of this is the 
recent progress in natural-language 
translation. Researchers spent many 
years looking at language structure’s 
fundamentals to solve the automatic-
translation problem. Today we’ve 
made remarkably accurate automatic-
translation systems based on models 
built from deep Bayesian statistical 
analysis of vast collections of trans-
lated text. Researchers have also 
developed similar statistical methods 
that let us discover the phylogenic 
tree representing the rapid evolution 
of viruses such as HIV.3


These changes in how we go about 
scientific discovery are amplified by 
the growing trend toward interdisci-
plinary research. Scientists and aca-
demics often must access and share 
large datasets and collaborate with 
other researchers in many disparate 
locations. For example, accurately 
understanding and predicting the 
long-term effects of a major environ-
mental disaster such as an oil spill 
requires detailed analysis of ocean 
chemistry, biology, and ecology, and 
the simulation of complex oceano-
graphic and atmospheric models.


However, experts in each of 
these areas often work in silos and 
only have access to information 
relevant to their specific areas. To 
truly address increasingly complex 
global issues such as climate change, 
genetic diversity, and personal-
ized medicine, researchers will be 
expected to develop ever more com-
plex simulations and models. To do 
so, they’ll need to mine, search, and 
analyze huge sets of data in nearly 


real time and collaborate across dis-
ciplines like never before. Their abil-
ity to extract insight based on deep 
analysis of data and to collaborate 
will drive a transformative change 
in research.


The Systems  
Research Challenges  
for Cloud Computing
To address the massive challenge of 
extracting knowledge from vast data 
collections, researchers have turned 
to parallel computing in the cloud. 
As a concept, the cloud is an abstrac-
tion for remote, infinitely scalable 
computation and storage. In reality, 
it’s built from massive datacenters 
comprising thousands of servers and 
disk drives. These datacenters were 
created to hold copies of the Web 
for search engines, vast media col-
lections, message systems, email, 
e-commerce, and social networks.


To make it possible to store and 
quickly access such large collections, 
the data had to be distributed and rep-
licated over thousands of servers. The 
first challenge was to build indexes 
for the data. The standard solution 
was based on MapReduce, an old 
parallel-programming paradigm that 
maps a function onto each distributed 
partition of the data and reduces each 
computation’s results to a single out-
put by another reduction function. 
MapReduce has proven extremely 
popular, and Yahoo’s Hadoop4 imple-
mentation is widely used.


However, MapReduce is only one 
parallel-programming pattern that 
you can apply to extract information 
from a distributed data collection. 
Often, computations require an itera-
tion in which a MapReduce operation 
is only one step. For example, clus-
tering is an important data analysis 
technique that often requires an algo-
rithm that repeats a distributed com-
putation until an answer converges. 
A major challenge for algorithm 
and cloud system designers involves 
designing distributed computations 


that optimize for memory and local 
disk use but are also fault tolerant at 
an extremely large scale. Achieving 
both efficient use of locality and fault 
tolerance requires using replication in 
both data storage and computation.


Another important challenge for 
data analytics in the cloud involves 
streaming data and large data col-
lections that must be continuously 
updated. Google recently described 
Percolator, a system that has replaced 
traditional MapReduce to deal with 
the constant incremental changes in 
Google’s data collections.5 Microsoft’s 
StreamInsight lets users express con-
tinuous queries over streaming data.


Regarding system research, there 
are three additional ongoing chal-
lenges. One is to improve the data-
center’s power efficiency. Current 
datacenter designs have a power 
usage effectiveness near 1.0, but to 
reduce overall power usage, we must 
consider more aggressive ways to 
optimize the computation per watt. 
This can involve predicting loads 
and putting servers into low power 
states when loads are light.


The second challenge is improving 
datacenter networks’ design. These 
networks are optimized for Internet 
access by thousands of simultaneous 
users, whereas supercomputer net-
works are optimized to provide high 
bandwidth and low latency between 
the servers. But as more data analy-
sis and machine learning tasks move 
to the cloud, there are advantages 
to applying architectural ideas from 
supercomputing networks to data-
center networks.


The third challenge is to create 
programming models that better 
support client-plus-cloud applica-
tions. The state of the art is to sepa-
rately build scalable services and the 
client tools to access these services. 
Perhaps it’s possible to create a pro-
gramming model that lets developers 
codesign clients and the associated 
cloud services to allow more adap-
tive management of the resources.
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Controlling Cloud Data 
Analytics from the Client
MapReduce, clustering, and stream-
ing data analysis are only a small 
fraction of the analysis tools that are 
important to science. Other common 
algorithms include locally weighted 
linear regression, k-means clustering, 
logistic regression, naive Bayes clas-
sifiers, support-vector-machine clas-
sifiers, principal component analysis, 
Gaussian discriminant analysis, and 
other, more advanced machine learn-
ing tools.


Large corporations tend to use 
cloud-based data analysis as part of 
a standard workflow. For example, a 
system to manage user preferences 
and recommendations must continu-
ously update a large corpus of data 
representing sales and then cluster 
related purchases and topics. Such a 
system might run continuously and 
be monitored by the analysis staff.


In contrast, researchers tend to 
explore. They’re interested in what 
the data tells them. They want to 
interactively apply a variety of tests 
and models to the data, and they 
want great ways to visualize the 
results. Besides generic data analysis 
algorithms, each scientific discipline 
has its own specialized tools.


Consider the following example 
of the client-plus-cloud model. A 
research bioinformatician wants 
to explore 5,000 DNA sequences 
as part of a biofuel project. A basic 
requirement is a sequence compari-
son against known sequence data. 
The US National Center for Biotech-
nology Information (NCBI) provides 


the Basic Local Alignment Search 
Tool (Blast) for this. NCBI also pro-
vides access to the public known 
sequence data. Researchers can use 
Blast to pose research questions such 
as, “Where does a certain sequence 
of DNA originate?” or “What other 
genes encode proteins that exhibit 
structures or motifs such as ones that 
have just been determined?” NCBI 
also has a cluster that researchers 
can use for small studies, but not for 
5,000 sequences.


However, if the researcher can 
afford a few hundred dollars of 
cloud computing time, various 
cloud providers can help him or 
her out. Microsoft recently released 
NCBI Blast for Windows Azure as 
a free software package (http://
resea rch .microsof t .com/azure) . 
Microsoft also hosts a copy of the 
NCBI reference databases in Azure. 
A scientist simply creates a Win-
dows Azure cloud account and 
installs this package to create an 
“instant” Blast Web portal that our 
researcher and his or her colleagues 
can use to run very large Blast jobs. 
The collaborators can also use the 
Web portal to share access to the 
results data, which is automatically 
stored in the cloud.


Although a Web portal is useful, 
it still doesn’t illustrate the concept 
of integrating client applications 
with the cloud. The most frequently 
used data analysis tool is the humble 
spreadsheet. Its beauty is how it lets 
us interact with data, to organize it in 
different ways and visualize it eas-
ily. Spreadsheets operate on tabular 


data. What if the spreadsheet isn’t 
just a local table of data but a win-
dow on a massive table in the cloud? 
To illustrate this concept’s power, 
we extended the Excel spreadsheet 
to invoke remote cloud-based anal-
ysis services on cloud-based data. 
Figure 1 illustrates a prototype 
Excel extension connected to NCBI 
Blast running on Windows Azure. 
Users can input DNA sequences 
directly into the spreadsheet and 
pull down a menu to run the remote 
computation. The results are stored 
in the cloud and can be pulled back 
to the spreadsheet.


At Microsoft Research, we’re 
developing a suite of client tools 
and cloud services to aid scientific 
research. Besides the Excel exten-
sion we just described, we’re build-
ing a suite of cloud data analytics 
and machine learning services that 
users can invoke from the Excel cli-
ent and run over cloud-stored or 
streaming data collections. The proj-
ect aims to enable the ad hoc data 
analysis that reflects how scientists 
understand data.


In addition to using Excel as a 
remote control panel for analysis in 
the cloud, we’re exploring ways to 
visualize data analysis results. The 
great challenge of visualizing mas-
sive collections of data lies in cre-
ating images that expose structure 
without losing important details. For 
example, we’ve used Microsoft Silver-
light PivotViewer (www.microsoft. 
com/silverlight/pivotviewer) to let 
users see different views of multi
dimensional data sorted along differ-
ent dimensions. Because PivotViewer 
leverages Deep Zoom technology, 
it can display full, high-resolution 
content without long load times, 
with natural transitions that provide 
context and prevent users from feel-
ing overwhelmed by large quantities 
of information.


Finally, one of the most needed 
capabilities is to use the cloud to per-
form a simple task that must execute 


Figure 1. We extended Excel to make it a client interface to remote cloud 
computations.







The Client and the Cloud


JANUARY/FEBRUARY 2011� 75


thousands of times, such as running a 
simple command-line application on 
a very large number of data inputs. 
We built a simple-to-use application 
that does this for native Windows 
applications, without requiring any 
special programming or understand-
ing of how to deploy applications in 
the cloud.


A s we’ve just described, cloud 
computing can provide software 


applications and computing power to 
users as a service over the Internet 
via familiar tools. The offsite cloud is 
constantly managed and upgraded, 
providing the ability to deliver com-
putational resources on demand — a 
“pay as you go” strategy with access 
to virtually unlimited computational 
capacity. The cost to use 10,000 pro-
cessors for an hour is the same as 
using 10 processors for 1,000 hours 
but will deliver radically faster anal-
ysis to researchers.


Organizations can buy just-in-
time services to process and exploit 
data, rather than a perpetual refresh 
of infrastructure that increases not 
only the capital costs associated 
with the computing but also the 
energy management and security 
issues — an increasingly important 
constraint. Money can be invested in 
the research and the acquisition of 
cloud services rather than in the dis-
tributed maintenance of infrastruc-
ture, letting researchers focus on 
unsolved questions and discovery.


With cloud computing, virtu-
ally any researcher will be able to 
use simple tools to get answers to 
complex data-intensive questions. 
For example, a scientist might use 
a spreadsheet to tap into a genomic-
analysis service running on 600 
servers or use a simple script to 
do data mining across 10,000 
functional-magnetic-resonance-
imaging images in minutes. He or 
she can then immediately share the 
results with colleagues on the other 


side of the world. A researcher could 
access data from remote instruments 
such as sensors in the rain forest and 
pull it down to his or her desktop for 
visualization and analysis.


Extending the capabilities of 
powerful, easy-to-use PC, Web, and 
mobile applications through on-
demand cloud services will signifi-
cantly broaden the entire research 
community’s capabilities, accelerat-
ing the pace of engineering and sci-
entific discovery. The net effect will 
be the democratization of research 
capabilities that are now available 
only to the most elite scientists.�
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F or two days in August, a meeting in Nai-
robi, Kenya, provided a unique opportunity 
for a diverse group of members from the 


African Internet community to discuss strate-
gies for developing more robust Internet con-
nectivity within and between African countries, 
and to talk about how to make more efficient use 
of resources through interconnection strategies. 
The meeting — the first-ever African Peering 
and Interconnection Forum (AfPIF) — was facil-
itated by the Internet Society with the support 
of local hosts the Telecommunications Service 
Providers Association of Kenya (TESPOK).


Improving Interconnection
Over the past decade, several undersea fiber-
optic cable efforts, cross-border linkages, 
national fiber backbones, metro links, and 
last-mile connections have significantly added 
reach and capacity to the Internet infrastruc-
ture in Western, Eastern, and Southern Africa. 
However, despite an increasing amount of 
infrastructure within individual African coun-
tries, much data traffic destined for networks 
in the same country and neighboring nations is 
often sent to Europe to be exchanged and then 
returned to Africa.


With per-megabit satellite connectivity costs 
of US$2,000 to $5,000 in many African coun-
tries, these circuitous paths don’t just contrib-
ute to high end-user access prices that dampen 
Internet growth. These paths also export finan-


cial resources overseas that could be used to 
grow local networks.


“The long-term sustainability of the Internet 
in any region — including Africa — relies on the 
ability of ISPs and other data network opera-
tors to conduct their operations efficiently, man-
age costs, provide reliable service to users at a 
reasonable price, and take advantage of growth 
opportunities,” said Michuki Mwangi, the senior 
development manager in charge of Africa at the 
Internet Society.


Even where fiber networks exist between 
countries, traffic often takes circuitous interna-
tional routes to return back to Africa. “A good 
example is to trace the path followed by an Inter-
net packet from Nairobi to Kigali, Rwanda. The 
packet from Nairobi will often be sent off-shore 
to Europe then back around to Kigali, despite 
the fact that a terrestrial fiber infrastructure is 
present directly between Rwanda and Kenya,” 
said Mwangi.


IXPs have been a significant focus of inter-
est and efforts by governments and operators 
looking at ways to interconnect and exchange 
content locally. By providing peering oppor-
tunities within countries, IXPs reduce the cost 
of international connectivity and — in the case 
of outages on international links — help ensure 
continued local connectivity.


Complaints about high bandwidth costs 
also have been a motivation for governments, 
which have participated in many of the projects 


Africa Shifts Focus  
from Infrastructure  
to Interconnection
Karen Rose • Internet Society


Implementing the Internet across multiple countries in Africa is a complex pro-


cess that requires participation, training, and collaboration at the local, national, 


and international level from governments, individual users, and IT providers. 


The author reports on some of the work happening that’s allowing people to 


interconnect on many levels.
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to build out Internet infrastructure. 
The same complaints are also spur-
ring operators to explore ways of 
leveraging the existing infrastruc-
ture to bring lower costs for Inter-
net connectivity to small businesses 
and individuals.


However, the idea of establish-
ing IXPs hasn’t been attractive to 
governments and operators in every 
country, and established exchange 
points aren’t being used to their full 
potential. Market domination and 
fear of losing the competitive advan-
tage has meant that some operators 
don’t peer at the exchange points. In 
some cases, smaller ISPs have had to 
pay more to access content from big-
ger operators.


“Setting up IXPs is 90 percent 
social engineering — operators must 
trust one another to know that it’s a 
mutual benefit more than competi-
tive advantage to participate at an 
exchange point,” said Mwangi.


Working Together
Discussions at the AfPIF underscored 
that while investments in infra-
structure are a necessary first step, 
additional concerted action from the 
private sector, government, and the 
IT community is required to take full 
advantage of those investments.


Organizations from the inter-
national Internet community are 
working together and, in some cases, 
expanding their activities, to help 
address this challenge. In the past 
five years, the African Network 
Information Center (AfriNIC), which 
is Africa’s regional Internet registry, 
has moved beyond managing the dis-
tribution of Internet addresses in the 
region and has worked to raise aware-
ness on issues of interconnection and 
investment in critical Internet infra-
structure in a variety of ways.


Recently, AfriNIC joined an 
Internet Society initiative to provide 
technical training workshops and 
set up IXPs with Africa. The orga-
nizations have also worked together 


to deploy copies of Domain Name 
System (DNS) root server copies. 
Through this joint effort, Tanzania 
received its first root server copy last 
year, Sierra Leone set up an IXP, and 
Kenya established a second exchange 
point in the coastal city of Mombasa.


“Interest continues to grow on 
the continent with countries such as 
Mozambique, Ghana, and Senegal 
requesting an evaluation of their 
readiness for root copy deployment. 
A number of other countries on the 
continent are also exploring oppor-
tunities to engage with this project,” 
said Adiel Akplogan, AfriNIC’s CEO. 
“Recognizing that this is a multi-
stakeholder partnership, we will be 
putting more effort into the active 
involvement and engagement of 
local governments.”


The involvement of governments 
has been vital because of the strict 
licensing regime in the telecommu-
nications sector. In most Western 
countries, IXPs are set up by the 
private sector without any need for 
licensing. In many African coun-
tries, such as Kenya, the local IXP 
is licensed by the national telecom-
munications regulator.


“When it comes to cross-border 
interconnection, some regulators 
want license fees, and in some cases 
it is not clear who has the right to 
dig across the border. With subma-
rine cables, regulators have set land-
ing station fees, but this has not been 
addressed for land-locked countries. 


This is a purely regulatory issue, and 
that is why governments have to be 
involved,” Mwangi added.


Lack of content has also been 
cited as one of the reasons for lack 
of interconnection. For example, 
ISPs argue that Kenyans don’t access 
large amounts of content from 
Uganda. Thus, it isn’t possible to jus-
tify interconnecting IXPs in Kenya 
and Uganda. And, despite being 
increasingly popular among African 
Internet users, global content pro-
viders seem to have paid little atten-
tion to Africa.


But this is changing. According 
to the Opera Mini Report released in 
July, Facebook, Google, and YouTube 
are increasingly popular in Africa 
(see www.opera.com/smw/2010/06). 
Facebook is the top-ranked site in 
six of the 12 countries surveyed, 
while Google is ranked first in the 
remaining six countries. A recent 
report released by the International 
Telecommunications Union reported 
that among Nigeria’s online commu-
nity, which at 43 million individuals 
is the largest of any African country, 
Google products were the most vis-
ited sites.


Gaining Global Attention
Recognizing the growing number of 
Internet users, Google announced 
at AfPIF that it’s set to open a local 
cache, or point of presence (POP), 
in Nigeria to cater to the increasing 
number of users to its sites and lower 


Editor’s Note


With this issue, we begin a new department that offers insights on various 
aspects of the Internet in the developing world. This information comes 


to us from the Internet Society, a nonprofit organization that works toward the 
smooth expansion, operation, and use of the Internet throughout the world, and 
that focuses on helping with Internet adoption in areas of the world that are techno-
logically behind in one way or another.


A few times a year, approximately every other issue, the Internet Society will 
update us with issues, successes, challenges, educational endeavors, and policies — 
and about the people who are making these changes happen. We look forward to 
an interesting series of columns, beginning with this look at Internet interconnec-
tion in Africa.� — Barry Leiba
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the cost of international bandwidth. 
This is especially important when 
accessing high-bandwidth sites such 
as YouTube.


Mike Blanche, Google’s program 
manager of peering and content dis-
tribution for Europe, the Middle East, 
and Africa, announced to AfPIF par-
ticipants that Google is set to open 
a POP in Nigeria. He also noted that 
South Africa was the first and that 
Kenya will get a POP in the second 
quarter of 2011. The announce-
ment drew cheers from the meeting 
attendees, who saw it as a sign that 
the region is finally attracting global 
content providers’ attention.


“The step taken by Google means 
that as a region we have come of 
age, that we have requisite infra-
structures and facilities to host sig-
nificant content. If you look at the 
capacity Google carries to one net-
work, it is about 20 percent, which is 
significant,” said Mwangi. 


In addition to demonstrating that 
Nigeria is mature enough to host large 
volumes of content, Mwangi sees the 
POP as an opportunity to attract 
more local content hosting. While the 
desire to host African content abroad 
has been motivated by low hosting 
costs, participants at AfPIF discussed 
reasons why Africa hasn’t attracted 
international ISPs to peer locally.


Mwangi commented, “We have 
an opportunity to create unique con-
tent, and if hosted locally, ISPs in the 
West will come seeking to intercon-
nect. For example, if we had virtual 
tourism hosted locally, international 
visitors will come to our content the 
same way African Internet users 
seek content from outside Africa.”


Greater Understanding  
and Awareness
Dealing with governments and the 
IT community isn’t the only chal-
lenge for efforts such as those under-
taken by the Internet Society and 
AfriNIC. Cultural issues and mind-
sets on where the project will be 
located can mean success or failure 
for the installation — it must be seen 
as neutral by all parties involved. In 
fact, according to Akplogan, it can 
be a deciding factor.


“Culture plays a major role in 
the uptake and at what level in the 
countries; the community has to be 
strong and stand behind these initia-
tives, while the governments have 
to be willing to let go while playing 
their role as a catalyst and facilita-
tor for all aspects of these initiatives 
to work together. Understanding is a 
very important step, but translating 
this into a plan and project will take 
time and effort,” said Akplogan.


Education can play a signifi-
cant role as well. Lack of training 
and awareness about the economic 
benefits of peering has led some 
operators to argue that there’s no 
difference in costs whether the 
content is exchanged locally or 
internationally. AfriNIC and the 
Internet Society have been involved 
in engaging governments, who often 
generate the highest amount of local 
content through e-government ser-
vices. By providing a forum where 
governments can openly share and 
discuss their concerns, they’re able 
to find ways to collaborate on solu-
tions that benefit their countries and 
the growing number of citizens who 
rely on the Internet as they work, 
live, and learn.


T here’s still much work ahead, 
but high participation and col-


laboration are the kernels for suc-
cess and continuous development. 
Akplogan, describing the motiva-
tion for many of the participants in 
meetings such as AfPIF, said, “The 
Internet is a powerful socioeconomic 
tool. To fully leverage it, we have 
to understand the economics of the 
Internet and then put in place mid- 
and long-term strategies, including 
a sustainable training plan built 
around an Afri-centric vision of the 
Internet, the development of a proper 
infrastructure design, and continu-
ing engagement in global debates 
around the Internet.”�
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T
ools are essential to collaboration among 
team members, enabling the facilitation, au-
tomation, and control of the entire develop-
ment process. Adequate tool support is espe-
cially needed in global software engineering 
because distance aggravates coordination 


and control problems, directly or indirectly, through 
its negative effects on communication.1


In this column, we present current collabora-
tive development environments and tools to enable 
effective software development, either global or 
collocated.2 Our summary is not comprehensive. 
Rather, we identified technologies that really matter 
by conducting surveys at recent ICGSE conferences 
(see the sidebar) and in companies where we’re con-
sulting to improve their distributed engineering 
capabilities.


Collaborative Development Tools
We briefly look into seven standard collaborative 
development tools.


Version-Control Systems
Distributed software engineering needs system-
atic configuration management. A version-control 
system lets team members share software artifacts 


in a controlled manner. Subversion (SVN; http://
subversion.tigris.org) is a popular open source ver-
sion-control system that facilitates distributed file 
sharing. SVN adopts a centralized architecture, in 
which a single central server hosts all project meta-
data. Developers use SVN clients to check out a 
limited view of the data on their local machines.


Today, several systems are using distributed ver-
sion control that operates in a peer-to-peer manner. 
Examples include Git (www.git-scm.com), Mer-
curial (http://mercurial.selenic.com), and Darcs 
(www.darcs.net). Unlike centralized tools that let 
developers check out a project from a distributed 
version-control system, the peer-to-peer systems 
provide a complete clone of the project’s repository 
(called a fork) on local machines, not a just a por-
tion of it.


Trackers
Trackers are used to manage issues (or “tickets”) 
such as defects, changes, or requests for support. 
The tracking function centers on a database that all 
team members can access through the Web. 


Distributed trackers such as, Jira (www. 
atlassian.com) are a generalization of bug-track-
ing systems such as Bugzilla (www.bugzilla.org),  
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originally developed by the Mozilla proj-
ect. A recorded issue includes an identifier, 
a description, and information about the 
author; it also defines a life cycle to help 
team members track issue resolutions.


Build Tools
The more distributed the project, the 
greater the need for secure, remote reposi-
tory and build management. Build tools 
such as Maven (http://maven.apache.org) 
and CruiseControl (http://cruisecontrol.
sourceforge.net) let projects maintain re-
mote repositories and create and schedule 
workflows. The workflows facilitate con-
tinuous integration for executing scripts, 
compiling binaries, invoking test frame-
works, deploying to production systems, 
and sending email notifications to develop-
ers. A Web-based dashboard shows the sta-
tus of current and past builds.


Modelers
Model-based collaboration is what distin-
guishes collaborative software engineering 
from more general collaboration activi-
ties that share only files and not content.3 
Collaborative modeling tools such as Ar-
tisan Studio (www.artisansoftwaretools.
com), Rational Software Modeler (www.
ibm.com/software/awdtools/modeler/ 
swmodeler), and Visible Analyst (www. 
visible.com/Products/Analyst) help develop-
ers create formal or semiformal software 
artifacts, including visual Unified Modeling 
Language (UML) models and customized 
software processes.


Knowledge Centers
These are content management systems that 
let team members share explicit knowledge 
on the Web. A knowledge center, such as 
the Eclipse help system (http://help.eclipse.
org) or KnowledgeTree (www.ktdms.com), 
might contain internal documents, techni-
cal references, standards, FAQs, and best 
practices. Knowledge centers can also in-
clude sophisticated knowledge manage-
ment activities, such as expert identifica-
tion and skills management, to acquire tacit 
knowledge in explicit forms.


Communication Tools
Software engineers have adopted a wide 
range of mainstream project communica-
tion technologies when direct interaction 
isn’t possible. Asynchronous communi-


cation tools include email, mailing lists, 
newsgroups, Web forums, and—more re-
cently—blogs. Synchronous tools include 
standard telephone and conference calls, 
chat, instant messaging, voice over IP, and 
videoconferencing. 


WebEx (www.webex.com) is the mar-
ket leader for online meeting facilities. 
Both WebEx and WorkSpace3D (www.
tixeo.com) provide a rich interface for syn-
chronous and asynchronous collaboration. 
They enable voice and video over IP com-
munication while viewing and editing doc-
uments, desktop and application sharing, 
co-browsing and whiteboard drawing, and 
meeting persistence for later replay. 


The text-based eConference (http://
code.google.com/p/econference) is a lean 
tool that supports distributed teams need-
ing synchronous communication and 
structured-discussion services.4 Such tools 
provide closed-group chat that’s aug-
mented with agendas, meeting minutes- 
editing and typing-awareness capabilities, 
and hand-raising panels to enable turn-
based discussions.


General communication tools—that is, 
those that aren’t specific to software engi-
neering—fall in the category of groupware,5 
combining tools for document sharing and 
review, concurrent editing, and shared cal-
endars. However, the term “groupware” 
has fallen into disuse in favor of terms such 
as “collaborative software” or “social soft-
ware.” Popular multifunction collaboration 
platforms are IBM Lotus Notes/Domino 
(www.ibm.com/software/lotus/notesand-
domino) and Microsoft SharePoint (www.
microsoft.com/SharePoint). 


Google Wave (wave.google.com) is a re-
cent collaboration platform designed to let 
people at different locations simultaneously 
edit documents and other artifacts without 
the classic checkout or delta mechanisms. 


However, Google Wave also reveals the 
limited efficiency and effectiveness of si-
multaneous offline collaboration because 
individuals have difficulty keeping track of 
the many parallel changes and interrupts 
while still trying to work on their own 
contributions.


Web 2.0 Applications
Web 2.0 extends traditional collaborative 
software by means of direct user contribu-
tions, rich interactions, and community 
building. Some key Web 2.0 applications 
are blogs, such as WordPress (http://word-
press.org); microblogs, such as Twitter 
(http://twitter.com); wikis, such as the Port-
land Pattern Repository (http://c2.com/
cgi/wiki), social networking sites, such as 
LinkedIn (www.linkedin.com), and collab-
orative tagging systems, such as Delicious 
(http://delicious.com).


Recently, Web 2.0 applications have 
become quite common in open source and 
global software projects. They represent 
a valuable means to increase the informal 
communication exchanged among team 
members. For example, wiki platforms 
have emerged as a practical, economical 
option for creating and maintaining group 
documentation.6


Collaborative Development 
Environments
A CDE gives a project workspace with a 
standardized tool set for global software 
teams. CDEs combine several of the tools 
we’ve described and thus offer a friction-
less development environment to increase 
developer comfort and productivity.7 
Several CDEs are available as commer-
cial products or open source initiatives—
increasingly, as online services hosted 
externally. 


CDEs are borrowing successful features 


International Conference on Global Software Engineering
Collaboration in distributed teams is pervasive in today’s IT and software indus-
try. The annual IEEE International Conference on Global Software Engineering 
(ICGSE) brings together researchers and practitioners interested in exploring how 
globally distributed teams work and how to meet the challenges they pose. Previ-
ous conferences attracted a broad audience from industry and academia. ICGSE 
2010 will be held on 23–26 August 2010 in Princeton, New Jersey, USA. 


For more information or to participate, see the conference Web site at www.
icgse.org.
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typically available on social network sites. 
For instance, Assembla (www.assembla.
com) notifies users of project-related events 
via Twitter; GitHub (http://github.com) of-
fers a Twitter-like approach to monitoring a 
project’s progress; Rational Team Concert 
(www.ibm.com/software/awdtools/rtc) 
borrows Delicious’s tagging feature, letting 


developers assign free keywords to man-
aged items.


Table 1 highlights a selection of CDEs 
and shows how they support these tools.


Specific Collaboration Tools
CDEs are often unsuitable in companies 
because of legacy tools or environments 


that must be enhanced with specific col-
laboration functionalities. In these situa-
tions, developers can choose from collabo-
ration tools that map to typical life-cycle 
activities. 


Project Management
Collaborative project management tools 


Table 1
Collaborative development environments


CDE


Collaborative development tools 


Version- 
control systems Trackers Build tools Modelers


Knowledge 
centers


Communication 
tools


Web 2.0  
applications


SourceForge 
(sourceforge.
net)


CVS,* SVN, 
Git, Mercurial, 
Bazaar**


Bugs, feature 
requests, 
patches, sup-
port requests


No No No Mailing lists; 
forums


Feeds; hosted 
applications for 
blogs, micro
blogs and wikis


GForge 
(gforge.org)


CVS, SVN,  
Perforce†


Tasks and 
issues (bugs, 
feature 
requests, 
patches, sup-
port requests)


Integrating 
CruiseControl


No Document 
manager


Mailing lists; 
forums


Feeds, wiki


Trac 
(trac. 
edgewall.
org)


SVN; plug-ins  
for integrating 
Git, Perforce, 
Mercurial,  
Darcs, Bazaar


Tickets 
(tasks, feature 
requests, bugs, 
support issues)


Bitten plug-ins 
for integrating: 
Continuum, 
CruiseControl, 
Hudson‡


Project  
roadmap


As wiki Plug-in  
for forums


Wiki, feeds, 
plug-ins for  
tagging tickets 
and wiki pages


Google Code 
(code.
google.com)


SVN, Mercurial; 
integrating Git


Issues (defects, 
enhancements, 
tasks)


No No As wiki Integrating 
Google Groups


Wiki, feeds


Assembla 
(www.
assembla.
com)


SVN, Git,  
Mercurial


Tickets (tasks, 
enhancements, 
ideas, defects)


No Milestones, 
agile planner


As wiki Message board, 
chat


Wiki,  
microblog, 
feeds


Rational 
Team  
Concert 
(jazz.net/
projects/
rational-
team- 
concert)


Built-in Work items 
(defects, 
enhancements, 
plan items, 
retrospectives, 
risk, stories, 
tasks, build 
items, use 
cases)


Built;  
integrating 
Ant,§ Maven


Process  
templates


Integrating 
MS Share-
Point and 
Lotus Quickr 
document


Instant  
messaging


Feeds, wiki, 
tagging work 
items


GitHub 
(github.com)


Git Issues No No As wiki No Feeds, wiki, 
social networks


Launchpad 
(launchpad.
net)


Bazaar Bugs;  
integrating  
with external  
trackers


No Blueprints 
(specifications 
of features 
or processes)


Questions 
and answers


Mailing lists No


CodePlex 
(www. 
codeplex.
com)


Built-in Work items 
(features, 
issues, tasks)


CruiseControl.
NET


Documentation 
tab


As wiki Mailing lists,  
discussions list


Feeds, wiki


*CVS: Concurrent Versions System (www.nongnu.org/cvs)
**Bazaar (http://bazaar.canonical.com)
†Perforce (www.perforce.com)
‡Hudson (http://hudson-ci.org)
§Ant (http://ant.apache.org)
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such as ActiveCollab (www.activecollab.
com) and WorldView8 offer a Web-based 
interface to manage project information 
for calendars and milestone tracking. Such 
tools give managers an overview of proj-
ect status at different detail levels, such as 
team member locations and contact infor-
mation. WorkSpaceActivityViewer pro-
vides an overview of ongoing project activ-
ities by using information extracted from 
developers’ workspaces.9


Requirements Engineering
Major RE tools such as Doors (www.
ibm.com/software/awdtools/doors) and 
IRqA (www.visuresolutions.com) let mul-
tiple engineers use natural language text 
to describe project use cases and require-
ments and to record dependencies among 
and between them. Both tools have a 
document-oriented, Word-based inter-
face. They also provide a Web interface 
for users who need access to requirements 
information but not to local installations. 


The collaboration tool eRequirements 
(www.erequirements.com) is entirely Web- 
based. It has abandoned a MS Word-
based interface but provides Web access 
to collaboratively explore and manage use 
cases and requirements.


Design
Camel supports virtual software-design 
meetings by capturing and storing all  
design-relevant information, role defini-
tions, and version control coordination.10 
It includes playback features to review a 
session once it has ended.


Prominent design and modeling tools, 
such as Gliffy (www.gliffy.com) and Cre-
ately (http://creately.com) support multiple 
diagram types such as UML or Business 
Process Modeling Notation. They also 
offer special features that simplify team 
communication and collaboration, such as 
tools for commenting, creating blogs, or 
even managing knowledge. Furthermore, 
Gliffy can be integrated with the Jira dis-
tributed tracking system.


Test
TestLink (http://testlink.sourceforge.net) is 
a popular tool for managing the entire test-
ing process. It has a Web-based interface 
that’s accessible everywhere from a browser. 
It organizes test cases into test plans. Users 
can import and execute groups of test cases 


by using one or more keywords that they 
have previously assigned to the test cases.


On the other hand, Selenium (http:// 
seleniumhq.org) is a tool suite to au-
tomate Web application testing across 
many platforms. It includes an integrated 
development environment (IDE) for writ-
ing and running tests, a remote-control 
tool for controlling Web browsers on 
other computers, a Web-based quality-
assurance tool, and an Eclipse plug-in to 
write Selenium and Watir (http://watir.
com) tests. 


Finally, OpenSTA (http://opensta.org) 
is a distributed software-testing architec-
ture that can perform scripted HTTP and 
HTTPS heavy-load tests with performance 
measurements from Win32 platforms.


Trends in Collaboration Tools
New collaboration tools and associated 
best practices are emerging almost daily. 
We see two major trends. First, practically 
all engineering tools will provide collabo-
ration features. These features help indi-
vidual tools shared by a team, but they’re 
implemented differently on different tools 
and so don’t allow data integration across 
tools. A second, related trend is improved 
federation of engineering tools. Eclipse 
will help initially, but ensuring efficiency, 
consistency, and information security 
across multiple tools, teams, and com-
panies finally requires a strong product 
life-cycle management (PLM) strategy. 
Tools such as Teamcenter (www.siemens.
com/teamcenter) and Easee (www.vector.
com/easee) allow secure federation and 
collaborative work with integrated data 
backbones.


No current tool or CDE supports all 
the activities necessary for global soft-
ware engineering. Users must therefore 
prioritize their collaboration needs and 
the tools to support them. Introducing 
collaboration technology should be a 
stepwise process, starting with a collab-
oration platform to share applications. 
A consistent PLM strategy can evolve 
in parallel with this process, providing 
mechanisms to guide and align technolo-
gies to the degree necessary. Such a strat-
egy is valuable when working in external 
networks with participants from different 
organizations. Within one company, us-
ers should move to a CDE as part of their 
overall PLM. 


E ffective tool support for collabora-
tion is a strategic initiative for any 
company with distributed resources, 


no matter whether the strategy involves 
offshore development, outsourcing, or 
supplier networks. Software needs to be 
shared, and appropriate tool support is 
the only way to do this efficiently, consis-
tently, and securely. 
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