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ABSTRACT
Ground truth labels are one of the most important parts
in many test collections for information retrieval. Each la-
bel, depicting the relevance between a query-document pair,
is usually judged by a human, and this process is time-
consuming and labor-intensive. Automatically Generating
labels from click-through data has attracted increasing at-
tention. In this paper, we propose a Unified Click Model
to predict the multi-level labels, which aims at comprehen-
sively considering the advantages of the Position Models and
Cascade Models. Experiments show that the proposed click
model outperforms the existing click models in predicting
the multi-level labels, and could replace the labels judged
by humans for test collections.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval
Model

General Terms
Algorithms, Performance, Experimentation.

Keywords
Click Model, Learning to Rank, Ranking SVM

1. INTRODUCTION
Many test collections have been builded as benchmark

datasets for researchers comparing the performance of the
models, such as TREC test collections and LETOR [6].
Each label in these test collections, which dipicts the rele-
vance between a query-document pair, is usually judged by a
human, and this process is very time-consuming and labor-
intensive. Many models, automatically generating labels
from click-through data, have been proposed which could
be classified into two categories: Position Models and Cas-
cade Models.
Position Models, such as [9], assume that the users’ ex-

amining and clicking a URL in the returning result depends
only on the position of this URL. While Cascade Models,
such as [3], consider that the URLs ranking above the
clicked URL have effects on the clicked one. Cascade Models
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are more useful when fewer URLs are clicked; otherwise Po-
sition Models perform better. The users have diverse inten-
tion requirements and the queries submitted by users could
be navigational, informational and transactional [1, 7]. For
navigational queries, users usually click a fewer URLs, other-
wise for informational and transactional queries. In this cir-
cumstance, it is not reasonable to use a general click model
to predict the relevance between a query-document pair.

The main contributions of this paper are that we propose
a Unified Click Model to predict the label between a query-
document pair comprehensively considering the advantages
of Position Models and Cascade Models. The experimental
results show that the labels predicted by the Unified Click
Model could replace the labels judged by humans and per-
forms better than the labels predicted by the Position Model
or Cascade Model alone.

2. UNIFIED CLICK MODEL
The Unified Click Model contains two parts: Query Inten-

tion Identification and Click Models. The Query Intention
Identification predicts the query intention, and for each type
of queries, different Click Models are chosen to predict the
relevance between a query-document pair. The Query Inten-
tion Identification is the bridge to connect different kinds of
Click Models.

2.1 Query Intention Identification
The decision tree C4.5 algorithm is chosen as the query in-

tention classifier with two useful features nCS(n Clicks Sat-
isfied) and nRS(Top n Results Satisfied) which are proved
to be very efficient in [8]. The nCS and nRS are defined
as below.

nCS(q) =
#(Session of q less than n clicks)

#(Session of q)

nRS(q) =
#(Session of q clicks only on top n results)

#(Session of q)

#(Session of q less than n clicks) means the number of
sessions, involving the query q, in which every one has the
number of clicks less than n. #(Session of q) means the
number of sessions involving the query q. And
#(Session of q clicks only on top n results) means the
number of sessions, involving the query q, in which every
one has clicks only on top n results.
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2.2 Click Models
The Position Model [9], referred to as COEC (clicks over

expected clicks), and the Cascade Model [2], referred as
DBN (dynamic bayesian network click model), are chosen
as the click models in this paper.

2.3 Using Unified Click Model to Predict Multi-
Level Labels

In the application of the Unified Click Model, we use the
C4.5 algorithm to learn the thresholds to map the relevance
predicted by click models into discrete label values. In this
way, the Unified Click Model used to predict multi-level la-
bels is a decision tree with features of nCS, nRS, COEC,
DBN .

3. EXPERIMENT

3.1 Experiment Settings
The experiment data(including click-through data, queries

and documents) we use in this paper is all extracted from a
Chinese business search engine
(http://www.sogou.com). The labels, depicting the rele-
vance between a query-document pair in the training set,
are 5 levels from 0 to 4, and 0 means irrelevant and 4 means
perfectly relevant, which are judged by professional annota-
tors.
The click-through data is chosen fromMarch 23rd to March

30th , 2924 queries and 1000 documents for each query are
sampled and 87 ranking features are extracted for each query-
document pair, such as PageRank and BM25.
We use 4 strategies to generate labels in the training set

when traning a ranking function with Learning to Rank
method Ranking SVM [5, 4], and compare the performance
of ranking function based on these 4 strategies: HIL means
that labels are judged by humans; UCM ALL means that
labels are predicted by the Unified Click Model with all 4
features in section 2.3; UCM COEC means with three fea-
tures of nCS, nRS and COEC; UCM DBN means with
three features of nCS, nRS, and DBN . Three measures of
P@N , NDCG@N andMAP are chosen to evaluate the per-
formance of ranking functions learned throughRanking SVM
based on the training set, which is labeled by 4 strategies.

3.2 Experimental Results and Analysis
The comparison performance of the ranking functions learned

through Ranking SVM based on HIL, UCM ALL,
UCM COEC, and UCM DBN with the evaluation mea-
sures of P@1, 5, 10, NDCG@1, 5, 10 and MAP shows in Fig.
1. The experimental results show that UCM ALL is the
best method. We conducted t-tests on the improvements
in terms of NDCG@1 ∼ 10, and the results show that the
improvements of UCM ALL over HIL, UCM COEC and
UCM DBN are statistically significant (p− value < 0.01).
In three label-predicted methods, UCM ALL is the only
one that outperforms the HIL, and UCM COEC performs
better than UCM DBN .
From the experimental results, the Unified Click Model

performs best in predicting the label between a query-document
pair, even outperforms the labels judged by humans. This
might be the reason that the quantity of labels predicted by
Unified Click Model is larger than ones judged by humans.
Because the click-through data is very easy to obtain from
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Figure 1: Performance Comparison with 4 Strate-
gies Generating Labels

search engines and contains the information that whether
the users like the ranking for the URLs and which results
the users prefer. So the Unified Click Model takes advantage
of crowd wisdom in the click-through data.

4. CONCLUSIONS
In this paper, we propose a Unified Click Model to pre-

dict the labels depicting the relevance between a query-
documents pair. This click model could unify the advantages
of Position Model and Cascade Model and the experimental
results show that labels predicted by our model could re-
place the ones judged by humans and outperform the labels
predicted by other click models.
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