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ABSTRACT
This paper gives an overview of a politeness recognition tool
(PoRT) for Hindi that is currently under preparation. It de-
scribes the the kind of problems that need to be tackled with
before developing the tool, the approach and the methodol-
ogy that will be adopted for the development and testing of
the tool, the current progress and the future plan to achieve
this goal.

Categories and Subject Descriptors
I.2.3 [Artificial Intelligence]: Natural Language Process-
ing—Discourse, Text analysis, Language parsing and un-
derstanding ; I.5.4 [Pattern Recognition]: Applications—
Text Processing

General Terms
Theory, Design

Keywords
Linguistic politeness, CMC, CO3H, PoRT, Hybrid System

1. INTRODUCTION
Polite (or, politic) behaviour has been defined as “socio-

culturally determined behaviour directed towards the goal
of establishing and/or maintaining in a state of equilibrium
the personal relationships between the individuals of a so-
cial group” [26]. Despite the differences in the way politeness
is expressed across languages, over the last four decades or
so, there have been several attempts at formalising, uni-
versalising and giving a definite direction to this extremely
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complex and fascinating aspect of human speech and com-
munication. Of special significance and importance in this
regard is the seminal work of Brown and Levinson [4] which
tried to give mathematical rigour, precision and straightfor-
wardness to the politeness studies. They proposed a theory
based on Goffman’s concept of negative and positive face
and gave a kind of algorithm for explaining what kind of
politeness strategy is being used by speakers in a particu-
lar instance. Some of the other well-meaning attempts to
formalise and model politeness so that it could be studied
cross-linguistically include those by Leech [15] and Lakoff
[14]. However these theories could not generate the same
kind of response as Brown and Levinson’s theory. In spite
of all its claims to universality, the model by Brown and
Levinson has been hugely attacked by the likes of Eelen [6]
and Ide [9] on the grounds of it not being applicable to the
non-European languages. Following this criticism there have
been several attempts to defend, extend and modify the the-
ory by O’Driscoll [19], Fukada and Asato [7], Meier [16],
Pfister [20] and others. Furthermore there have been some
attempts by Culpeper [5] and Bousfield [3] to adapt Brown
and Levinson’s model to study impoliteness in language.

2. PROBLEM DESCRIPTION
Since politeness is a very culture/language-specific phe-

nomenon and what is polite in one language may become
impolite in another language which could result in several
cross-cultural misunderstandings and conflicts, it is very nec-
essary to have a good understanding of politeness across
languages and also let the machine have its understand-
ing. As machines have begun to become more powerful and
we are moving more towards semantic-based computing, it
has become essential that the machines also begin to under-
stand extra-lexical and extra-structural nuances of the lan-
guage and work accurately in that direction. Recent works
related to emotion analysis, opinion mining, etc are some
of the major attempts towards making the machines more
equipped, powerful and accurate. However, politeness anal-
ysis (which shares some aspects with emotion analysis but it
is not exactly its sub-field) has been largely overlooked de-
spite its potential applications in almost every major area of
natural language processing ranging from machine transla-
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tion (an example would include [12]) to text summarisation
and language generation to e-learning systems. The present
study seeks to draw attention towards this aspect of NLP
and present one of the ways in which a multi-faceted and
multi-layered feature like politeness could be formalised and
analysed by the machines.
Politeness in Hindi is a little explored aspect of the lan-

guage. Barring the study of some very rudimentary aspects
of Hindi politeness in works like [11], there is no in-depth and
detailed study of Hindi till now. So, the first step would be
to give a detailed description of the Hindi politeness system,
which will be used for developing a politeness recognition
tool (PoRT) for Hindi.
Proper analysis and formalisation of the politeness phe-

nomenon is quite a complex an challenging task in itself
because of its variability in the language (there are several
ways of being ‘polite’ and all these ways may be hierarchi-
cally arranged) and its highly context-based interpretation
(what is polite in one context may actually become impo-
lite in the other). Here are two examples to illustrate each
instance.

1. Context: Suppose the speaker is a medical councillor
and (s)he is trying to tell do’s and dont’s to a newly
wed mother. In such a situation (s)he wants to tell the
mother that she should breast-feed the child. It could
be said in one of the following ways and this structural
difference leads to the difference in politeness ‘level’ of
the utterance.

(a) bÎ� ko mA kA d� D av[y EplAy�\ । (use of sub-
junctive form and high register) [4]
Do give mother’s milk to the child.

(b) bÎ� ko mA kA d� D )!r EplAy�\ । (use of subjunc-
tive form but no high register) [3]
Do give mother’s milk to the child.

(c) bÎ� ko mA kA d� D )!r EplAyA jAy�। (Use of
passive)[2]
The child should be given mother’s milk.

(d) bÎ� ko mA kA d� D )!r EplAiy� । (Use of honorific
form of the verb) [1]
Do give mother’s milk to the child.

(e) bÎ� ko mA kA d� D )!r EplAnA cAEhy� ।(Use of
suggestion and no direct instruction) [5]
One should give mother’s milk to the child.

2. Nisha accidentally meets her supervisor in the lobby
of the centre. They have not met for a long time.

(a) Context a: Nisha asks her supervisor to meet. m{m
hm aAps� kl dophr m�\ Eml skt� h{\ ÈA ?
Mam can I please meet you in the afternoon to-
morrow?

(b) Context b: The supervisor asks Nisha to meet
her.
m{m hm aAps� kl dophr m�\ Eml skt� h{\ ÈA ?
Mam can I please meet you in the afternoon to-
morrow?

In example 1, we see five different variants of the same
utterance (the numeral in bracket shows the ranking of the
sentence given by a Hindi speaker; rank 1 is considered the
least polite and rank 5 is the most polite in a strictly formal

context). It is to be noted that within certain contexts the
speaker may not have option to use all of these and also
the ranks may differ in other contexts. Thus in politeness
analysis it is just not enough to analyse whether a sentence
or a text is polite or impolite. We also need to analyse and
tell tell ‘how’ (im)polite is the sentence/text.

Example 2 is an extreme case of the context-sensitiveness
of politeness analysis. The same sentence becomes extremely
impolite and one of the toughest forms of scolding when
uttered by the other person. Thus while giving politeness
analysis it is also very necessary to keep in mind the context
in which the analysis is being done.

Thus politeness anlysis and development of PoRT presents
a two-fold problem - it is not a binary distinction that we
are dealing with (and the level to which we want to restrict
it also needs to be fixed) and it is not a context-free phe-
nomenon that we are trying to analyse (and the context in
which a particular analysis holds also needs to be given).

3. EXISTING RESEARCH IN THE AREA
Unlike the theoretical modelling of politeness (discussed

in brief in section 1), there is very little computational mod-
elling of politeness which is of some significance. There have
been some scattered attempts to model politeness and some
of the strategies used for politeness. However, in the area
of language teaching through computers and by computers,
there have been a sustained interest towards developing a
model of politeness through which these systems could be
taught some polite ways of speaking and these systems, in
turn, could teach these polite ways to foreign language learn-
ers of English.

One of the earliest attempts to teach polite behaviours
to the pedagogical agents was as part of a larger attempt
to build a socially intelligent agent which would be able to
monitor learner performance and provide socially sensitive
feedback at appropriate times [10]. Swati et al. [8] devel-
oped POLLy (Politeness for Language Learning). It adapted
Brown & Levinson’s model by combining a spoken language
generator with an artificial intelligence planner. This system
was applied for collaborative task-oriented dialogue and was
designed for providing a fun and stimulating environment
for learning English as a second language.

Roman et al. [23, 24] have been working on the role of
politeness in automatic dialogue summarization. They have
taken dialogues from Net Environment for Embodied Con-
versational Agents (NECA) and got them summarised. It
has been found that politeness in dialogues are carried over
in the summaries more often when they are marked. More-
over the point of view of the summarizer influences this in-
formation.

Much before these attempts, Ardissono et al. [2], de-
scribed a framework for the representation and interpreta-
tion of indirect speech acts by relating them to the politeness
phenomenon. In this system a plan-based representation of
speech acts have been adopted. The speech-acts recogni-
tion algorithm is embedded in a plan-recognition system for
the dialogues that seek information. This system integrates
Leech’s as well as Brown & Levinson’s approach to polite-
ness. Almost ten years later, Porayska-Pomata and Mellish
[22] attempted to model politeness for an NLG (Natural
Language Generation) system so as to account for the lin-
guistic variation in a systematic way.

Miller et al. [18] developed a model which could produce
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culture-specific, politeness-appropriate utterances and per-
ceptions of utterances. It was based on brown & Levinson’s
model and it could prove to be a promising algorithm for
creating proper computer training simulations and games
with realistic and culture-specific social interaction models.
Miller et al. [17] describes a computational model of eti-

quette and politeness perception across different cultures
and how it affects compliance to the directives issued to
someone. It is called Computational Effects of Cultural At-
tributes and Etiquette on Directive Adherence (CECAEDA)
and consists of four parts.
The works by Alexandrov et al. [1] and Ponomareva &

Blanco [21] are the closest to the work being described here.
The system being proposed by Alexandrov et al. measures
politeness numerically taking into account three parameters
– greetings, polite words and polite structures.
Most of these computational models that are developed

taking politeness into account are developed for language
teaching and text summarisation and that too only for En-
glish. However there has been no attempt as such to develop
a tool for politeness analysis and recognition, which could
be used for other NLP purposes.

4. RESEARCH METHODOLOGY
The tool will be developed using the hybrid approach. It

implies that it will be developed using both the machine
learning (in a semi-supervised manner) as well as the rules
that will complement the learning. Moreover, it must be
noted at the very outset that the system will take written
text as input for the politeness analysis and so it will be
built using the analysis where the prosodic features like in-
tonation, pitch and tone do not play any role.
The best data for the analysis of politeness and training

of the machine of this kind would be from the internet and
the computer-mediated communication (CMC) in written
form. CMC, on the one hand, gives the data of a natural
conversation in real time and, on the other hand, prosodic
features are absent from this data (or, they are represented
in some written form).
Since there is no corpus of computer-mediated communi-

cation for Hindi available (corpus is absolutely necessary for
the study of politeness in Hindi as well for machine learning),
we have started to build one such corpus (named CO3H).
The data of different kinds of CMC (both asynchronous and
synchronous CMC) for the corpus is taken from the following
sources:

1. Data for the blogs is collected using

http://chitthajagat.in [a Hindi blog aggregator]

2. Data for web portals is collected using eight different
web portals in Hindi

3. Data for e-forums is collected using Google and Yahoo
groups in Hindi.

4. Data for e-mails is taken from 8 different people.

5. Data for public chats is taken from the log files of IRC
chat on the channel ‘India’ of ‘Dalnet’ network. For
private chats the data from Gmail chat transcripts is
provided by the same people who gave it for the e-
mails.

6. Data from social networking will be collected from
Facebook and Orkut.

It is to be noted that the only those entries in blogs
and web portals are taken which have received at least 3
replies/comments. For e-forums, only those threads are in-
cluded in the corpus which have received at least one re-
sponse/reply.

The data is then pre-processed (to clean up all the noise),
arranged and annotated at different levels. Annotation at
the POS level will be don using the BIS tagset which is
now the Indian standard for POS tagging approved by the
Bureau of Indian Standards (BIS; it is the nodal Govern-
ment body to set up and decide the standards in the coun-
try across different fields). After POS tagging, sense tag-
ging of the data will also be required (since politeness also
depends on the sense in which the word is being used in
a particular context). Some basic tagging at the syntactic
level (related to the kind of sentence and the verb form) will
also be required for the proper machine learning. At the
discourse level, dialog act annotation will be done. Finally
the data will also be annotated with politeness ’value’ at all
of these levels of annotation. The annotation will be done
using the machine learning techniques. Moreover, since no
tagset for semantic and syntactic tagging in Hindi is avail-
able, we will need to develop those also. Finally the machine
will be trained using this annotated data.

At the same time an extensive linguistic analysis of po-
liteness strategies used in Hindi online texts and communi-
cation will be carried out. Also the politeness value of the
words/senses/structures will be decided and incorporated.
Assignment of this politeness ‘value’ will generally be done
on the basis of surveys carried out among the speakers of
Hindi. This will ensure a more balanced and sociolinguisti-
cally aware grading of the structures.

The system will not only have access to these rules but
also the whole annotated corpus. The system will also be
trained on this corpus. This will ensure out-of-dictionary
search in cases where rules are not clearly marked.

Some of the machine learning algorithms that we have ze-
roed in to apply for this purpose include Multinomial Naive
Bayes (NBM), Support Vector Machines (SVM) and Maxi-
mum Entropy. The machine will be trained by each of these
algorithms using a small set of annotated data and the per-
formance will be evaluated using the standard measures of
Precision, Recall, F-score, given by the following formulae
(taken from [25]).

Precision : P =
TP

TP + FP

Recall : R =
TP

TP + FN

In the above two equations, TP stands for correctly clas-
sified positive examples, FP stands for incorrectly classified
positive examples and FN stands for incorrectly classified
negative examples.

F-score is the weighted average of the ‘precison’ and ‘re-
call’ values given by above equations and it is given by the
following equation.

F − Score : F =
(β2 + 1)P

(β2 + 1)P +R
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Machine will be trained completely using one of these algo-
rithms, depending on the accuracy achieved on being trained
by that particular algorithm.
Finally rules will be devised for the places where the ma-

chine is making errors in the testing phase and these rules
will be incorporated with the trained system, which is ex-
pected to make the system more accurate and consistent.

5. PROGRESS TILL NOW
At present the collection and arrangement of the corpus is

underway. We have collected a substantial amount of corpus
till now, which include the following.

1. Data for blogs is collected from around 100 blog sites,
totaling more than 2500 blog entries.

2. Data for portals is collected from two web portals, to-
taling around 200 entries.

3. Data for e-forums is taken from five Google groups in
Hindi, totaling around 500 discussions.

4. Access to more than 10,000 e-mails have been acquired
but only few hundreds among them are expected to be
in Hindi

5. More than 1000 private chat transcripts in Hindi is
acquired (average length of transcripts is around 80-
100 lines, with transcripts being as small as two lines
and as big as 500 or more lines.

6. Public chats of around 150 days have been logged but
again, as in e-mails, chats in Hindi will need to be
sieved out of them.

Along with the corpus collection, the linguistic analysis
has also started and the some of the results are shown in
the examples given in section 2 above (a more detailed anal-
yses is found in [12] and [13]). Furthermore preparation of
the dialog act tagset have also been initiated. The initial
annotation scheme of the dialog act (reinterpreted as com-
municative units for CMC, particularly asynchronous CMC)
annotation has been prepared and soon the tagset will also
be finalised. The scheme is based on the classification of
registers and sub-registers, as described below.

1. Blogs

(a) Blog Posts

i. Opinions

A. Socio-political Issues

B. Movie Reviews

C. Other Issues

ii. Informations

A. Technical Help/ information

B. Other General information

iii. Creative Writing

A. Poetry

B. Stories

(b) Comments

i. Related reaction

A. Attack

B. Appreciate

ii. Related non-reaction

A. Direction

B. Elaboration

iii. Non-related reaction

2. Web Portals

(a) Main Posts

i. Same as blog posts

(b) Comments

i. Same as blog comments

3. E-forums

(a) First Post

i. Questions

A. Help seeking

B. Information seeking

ii. Discussion initiation

A. Socio-political issues

B. Other issues

iii. Opinion seeking

A. Socio-political opinion

B. Other opinions

(b) Follow-up posts

i. Same as blog comments

4. E-mails

(a) First Mail

i. Same as e-forums first post

(b) Replies to the mails

i. Same as blog comments

5. Social Networking

(a) First Post

i. Same as e-forums first post

(b) Follow-up posts

i. Same as blog comments

6. Chats (Not yet fully worked out but they are expected
to follow a very similar pattern as dialog act annotation
scheme, since they are very close to spoken communi-
cation in certain aspects)

(a) Public Chats

(b) Private Chats

6. THE WAY AHEAD
The work related to most of the aspects of the research

have already started. The tentative future goals in front of
us are as follows

1. The immediate goal is to get the cleaned up raw corpus
ready within a few months time (our target is July,
2011).

2. Once the corpus is ready, the manual annotation of the
corpus will begin. It will start with POS annotation
and then annotation with the communicative units.
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3. After this work on semantic and syntactic annotation
scheme and tagset will begin. After the preparation
of this tagset, manual annotation of the corpus will
begin with this tagset (it is expected to start around
January, 2012).

4. Along with it, the linguistic analysis of the data is also
expected to reach a more mature and nuanced level.

5. Once the linguistic analysis is done (or reaches a sub-
stantially advanced stage) then the rules regarding the
‘levels’ of politeness each kind of structure encodes and
other clearly visible patterns will be formulated.

6. After all this background work is complete then the
training and testing of the system will begin.
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