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ABSTRACT
The tutorial covers an emerging topic of wide interest: Crowd-
sourcing. Specifically, we cover areas of crowdsourcing related
to managing structured and unstructured data in a web-related
content. Many researchers and practitioners today see the great
opportunity that becomes available through easily-available
crowdsourcing platforms. However, most newcomers face the
same questions: How can we manage the (noisy) crowds to
generate high quality output? How to estimate the quality of
the contributors? How can we best structure the tasks? How
can we get results in small amounts of time and minimizing
the necessary resources? How to setup the incentives? How
should such crowdsourcing markets be setup? Their presented
material will cover topics from a variety of fields, including
computer science, statistics, economics, and psychology. Fur-
thermore, the material will include real-life examples and case
studies from years of experience in running and managing
crowdsourcing applications in business settings.

General Terms
Algorithms, Design, Economics, Experimentation, Human Fac-
tors, Legal Aspects, Management, Measurement, Performance,
Reliability, Standardization

Categories and Subject Descriptors
H.1.2 [User/Machine Systems]: Human information pro-
cessing

Keywords
crowdsourcing, mechanical turk, workflow control, quality as-
surance, incentives, reputation, market design, human compu-
tation

1. INTRODUCTION
Crowdsourcing and human computation is a relatively new

research area that studies how to build intelligent systems that
involve a combination of computers and humans collaborating
seamlessly over the Internet. Over the last few years, due to
the appearance of crowdsourcing marketplaces (e.g., Amazon
Mechanical Turk, oDesk) and due to the emergence of inge-
nious applications (e.g., the ESP Game), we started seeing
applications that were not possible before. Typically, such
applications involve the use of humans to perform some form
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of computation (e.g., image classification, translation, protein
folding) that leverage human intelligence but challenges even
the most sophisticated AI algorithms that exist today.

There are various genres of human computation applica-
tions available today. Games with a purpose (e.g., the ESP
Game) specifically target online gamers who, in the process of
playing an enjoyable game, generate useful data (e.g., image
tags). Crowdsourcing marketplaces (e.g. Amazon Mechanical
Turk) are human computation applications that coordinate
workers to perform tasks in exchange for monetary rewards. In
identity verification tasks, users need to perform some compu-
tation in order to access some online content; one example of
such a human computation application is reCAPTCHA, which
leverages millions of users who solve CAPTCHAs every day
to correct words in books that optical character recognition
(OCR) programs fail to recognize with certainty.

Despite the variety of crowdsourcing and human computation
applications, the knowledge on how to best organize humans
to work seamlessly together with machines is still in its infancy
and not well understood. With the proposed tutorial, we
plan to cover the recent literature in computer science that
focuses on the topic of crowdsourcing, and also provide pointers
to areas of research in statistics, control theory, economics,
psychology, and epidemiology that provide solutions for some of
the problems that we face today in crowdsourcing applications.

2. TOPICS
The outline below shows the topics that we plan to cover,

together with a short description. The slides in the tutorial
will provide pointers and discussion to a wide body of material.

Managing quality: One of the most important issues that
everyone faces is dealing with the noise inherent in the responses
provided by human users. To avoid the noise, the typical
solutions are either to test users by giving them questions for
which we know the answers, or by collecting redundant data
and hoping that users will agree on the correct answers and
disagree on the rest. In this module, we will cover traditional
techniques from statistics and epidemiology that examined this
topic in the past. Then, we will examine how newer techniques
have been developed in computer science in the last couple of
years that focus on integration of data collection with machine
learning techniques, on cost-sensitive acquisition of noisy data,
on estimating the quality of each user, and on how we can
optimize the testing process of the users.

Task design and workflow design: Most of the tech-
niques on managing quality rely on the assumption that the
worker output is discrete or at least directly possible to eval-
uate as good or bad. However, increasingly many tasks are
unstructured and the generated task quality is not binary but

WWW 2011 – Tutorial March 28–April 1, 2011, Hyderabad, India

287



rather continuous. In such settings, it is difficult to provide
the appropriate incentives for workers to generate perfect work.
However, the idea of structuring human computation using
iterative workflows has been proven valuable and allows us
to build strong quality controls in a process that used to be
hard to control. We will present results from recent research in
using iterative workflows for human computation (in particular,
TurkIt), and connect with results from control theory that are
particularly relevant.

Incentives, Game Design, and Behavioral Issues: Even
after setting up advanced quality detection schemes and after
employing decision-theoretic models for controlling the work-
flows, there are design issues that affect the performance of the
workers. For example, workers typically respond to incentives
and are more willing to participate in tasks that are “fun” and
are designed with an entertainment goal in mind. However,
the establishment of point-based leaderboards has been shown
in practice to detract users from achieving the intended goal of
the task; they rather focus on optimizing the displayed score.
Finally, we will discuss the well-established cognitive biases1

for humans (e.g., “anchoring,” the “framing effect”) and present
cases on how to avoid them, or even how to best take advantage
of them to improve overall task execution.

Market Design Issues: Our tutorial will also cover im-
portant aspects of economics and market design, which are
important for everyone who plans on running a large-scale
crowdsourcing project. For example, many crowdsourcing sys-
tems today (with Amazon Mechanical Turk being a notable
example) do not allow participants to build easily an identity
and a way to signal their trustworthiness to the other parties.
This information asymmetry, in the presence of low quality
users, quickly turns the market into a “market for lemons” in
which all users (low and high quality) end up receiving low
salaries. Reputation systems have been proven useful as signal-
ing mechanisms, but over the last ten years, we also observed
when they fail. We will discuss how the “micro-task” nature of
the human computation challenges the existing designs schemes.
Time permitting, we will discuss also lessons from design of
call centers that can potentially inform the design of human
computation marketplaces.

Practical Case Studies: Design Guidelines: The tuto-
rial will place all the examples above in the context of real-life
deployments. We will also have a separate section in which
we will describe in detail specific applications. A special focus
will be placed on Freebase, on which one of the presenters has
devoted a significant amount of time and energy. Other appli-
cations that will be discussed include the ESP Game, Soylent,
and the use of crowdsourcing and active learning within AdSafe
Media for the purposes of identifying offensive content on the
Internet.

Lessons learned from Freebase experience: The ecosys-
tem of human judges in Freebase was very different than most
crowdsourcing examples: consisting of 84 paid contractors and
555 volunteers from the Freebase user community. In this sec-
tion we describe examples of tasks performed, the organization
and scalability aspects, and lessons learned over the course of
millions of judgments.

Constraints on general purpose infrastructure for
human computation: The data in Freebase is collabora-
tively created, structured, and maintained. Automated pro-
cesses form the backbone of our efforts and require human
vetting to ensure that we meet our 99% accuracy standards.

1
http://en.wikipedia.org/wiki/List_of_cognitive_biases

This quality assurance step verifies that data load processes
have not compromised the integrity of a data set and will not
reduce the quality of our database. From our experience, timely
turn-around for these tasks is critical, empowering our data
engineers to iterate rapidly and course-correct. We turn here
to human computation or crowdsourcing. This section will
focus on the design of the underlying infrastructure to manage
millions of human judgments across a wide variety of different
human computation tasks.

Social and Economic Impact: There is a very large un-
locked market of jobs that today require human computation.
For example, it is estimated that in the US, poor data quality
in health care alone accounts for 600 billion dollars in losses
annually. Opening up this marketplace will lead to creation
of a large number of opportunities. In this section, we will
talk about this potential impact, some examples of the social
impact of such work, and challenges that lie ahead.

3. INTENDED AUDIENCE & BACKGROUND
The tutorial will target both researchers and practitioners

that are interested in the topic but do not have any experi-
ence. At the end of the tutorial, the practitioners will know
about the best practices in structuring, running, and managing
tasks on crowdsourced platforms. They will learn how to best
automate the management of human contributors and how
to integrate best the crowdsourced workflows with automatic
machine learning techniques. The researchers and students will
be exposed to the current state-of-the-art in research methods,
algorithms, and experiments. We will provide an overview of
problems that are being currently tackled in different fields
within computer science, ranging from information retrieval to
computer vision. We will also connect the literature with past
literature in economics, epidemiology, statistics, and psychol-
ogy, allowing people to avoid reinventing the wheel but rather
focus on the exciting new challenges that are unique in the
crowdsourcing setting.

4. IMPORTANCE OF TUTORIAL
We consider the tutorial being important for two reasons:

• First, there is currently an explosion of research work-
shops in academia, all dealing with the topic of crowd-
sourcing and Mechanical Turk2 While this signals the
wide interest, it also indicates the wide fragmentation of
the research. This tutorial is a first attempt to provide a
holistic view of the area, and connect the different efforts.
Also, there is a significant amount of startup companies
that either rely of attempt to provide crowdsourcing ser-
vices. It is important to cover best practices for them
and identify areas that they need to pay attention to.

• Second, the WWW 2011 is organized in India, which is
a major provider of workers that participate in crowd-
sourcing platforms. Discussing the phenomenon and the
future of crowdsourcing is of interest by itself. Given the
potential of the technology to disrupt workplaces, it is
of interest to examine the current path and direction of
technological advances and see how they are expected to
affect the way people work and earn their living.

2
At least 10 workshops in 2010, just within computer sci-

encehttp://behind-the-enemy-lines.blogspot.com/2010/10/
explosion-of-crowdsourcing-workshops.html.
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