
Ranking on Large-Scale Graphs with Rich Metadata

Bin Gao
Microsoft Research Asia

4F, Sigma Center, No. 49,
Zhichun Road

Beijing, 100190, P. R. China

bingao@microsoft.com

Taifeng Wang
Microsoft Research Asia

4F, Sigma Center, No. 49,
Zhichun Road

Beijing, 100190, P. R. China

taifengw@microsoft.com

Tie-Yan Liu
Microsoft Research Asia

4F, Sigma Center, No. 49,
Zhichun Road

Beijing, 100190, P. R. China

tyliu@microsoft.com

ABSTRACT

For many Web applications, one needs to deal with the rank-
ing problem on large-scale graphs with rich metadata. How-
ever, it is non-trivial to perform efficient and effective rank-
ing on them. On one aspect, we need to design scalable
algorithms. On another aspect, we also need to develop
powerful computational infrastructure to support these al-
gorithms. This tutorial aims at giving a timely introduction
to the promising advances in the aforementioned aspects in
recent years, and providing the audiences with a compre-
hensive view on the related literature.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval; H.5.4 [Information Interface and
Presentation]: Hypertext/Hypermedia.

General Terms

Algorithm, Experimentation, Theory

Keywords

Large-scale graph, graph ranking, Markov process, Map-
Reduce.

1. INTRODUCTION
In many Web applications, we need to tackle the problem

of ranking on large-scale graphs with rich metadata. For ex-
ample, to compute page importance ranking for search, one
may need to analyze the link structure of the Web graph;
to understand Web user behaviors and preferences, one may
need to rank the nodes on user-page bipartite graphs ex-
tracted from search engine logs; and to make recommenda-
tions in online community, one may need to conduct ranking
on the social network graph. All these graphs are of very
large scale and contain rich information (represented by rich
metadata). As a result, it is non-trivial to perform efficient
and effective ranking on them. On one aspect, we need to
design scalable algorithms. On another aspect, we also need
to develop powerful computational infrastructure to support
these algorithms. We observe that in recent years, there
are some promising advances in the aforementioned aspects,
which can potentially enhance many important Web search
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and data mining applications, and greatly advance the state
of the art of the related research. This tutorial aims at giv-
ing a timely introduction to these works, and providing the
audiences with a comprehensive view on the related litera-
ture. We believe many researchers in the Web search and
data mining community would have interest in listening to
this tutorial, and we hope that they can be motivated to
participate in the research of large-scale graph ranking with
rich metadata.

2. TUTORIAL DESCRIPTION
We will organize the tutorial into six parts.
In the first part, a brief introduction of large-scale graphs

with rich metadata and their properties will be given. The
widely-used mathematical tools and models to represent these
graphs and rich metadata will be introduced.

In the second part, we will focus on unsupervised rank-
ing on large-scale graphs. We propose a unified view on the
unsupervised graph ranking algorithms, i.e., they are gen-
erative models based on some stochastic processes. Specif-
ically, a general ranking framework based on Markov skele-
ton process [8, 9] will be introduced. The algorithms in the
literature are organized in two categories.

• Graph ranking algorithms on single graph. To
compute page importance ranking in Web graphs, HITS
[10] and PageRank [13] were proposed, which are based
on the analysis of link structures of Web graphs. These
methods can be explained using random walks on a
discrete-time Markov process. After that, quite a few
link analysis algorithms like TrustRank [7] and PopRank
[12] were developed to improve HITS and PageRank to
robustly deal with web spam, and to handle heteroge-
neous graphs. BrowseRank [11] was proposed recently
to consider rich metadata (e.g., visiting frequency and
staying time) in user behavior data for page impor-
tance ranking, which is based on a new mathematical
tool - continuous time Markov process. MobileRank [6]
and BrowseRank Plus [6] further improved BrowseR-
ank in considering more dependency between different
nodes in the graph and more metadata. It has been
shown that most of these algorithms can be summa-
rized into a general framework based on Markov skele-
ton process.

• Graph ranking algorithms on graph series. Min-
ing on a time series of graph snapshots also attract
much interests in recent years. Basically with the
graph series, one can find some trends or to obtain
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a more stable ranking results. We will introduce such
kind of work like TemporalRank [16].

In the third part, we will introduce supervised large-scale
graph ranking algorithms. We propose a unified view on
the supervised graph ranking algorithms, i.e., they are dis-
criminative models on some graph-based smoothing func-
tion. Specifically, a supervised/semi-supervised graph rank-
ing framework will be introduced.

• Supervised/Semi-supervised graph ranking al-
gorithms. Recently people have realized that unsu-
pervised graph ranking sometimes might not be con-
sistent with human intuition. To solve the problem,
supervised or semi-supervised graph ranking schemes
have been considered. Take importance ranking on
graphs as an example, there are several pieces of work
along this line. LiftHITS [5] learns from user feed-
back to realign the eigenvectors of the link matrix in
HITS. Adaptive PageRank [15] alters the PageRank
scores according to human feedback, using a quadratic
programming technique. NetRank [2, 4, 1] provides
a uniform framework for learning the parameters of
Markov random walks on graphs according to supervi-
sion in terms of pairwise preference between nodes. In
Laplacian Rank [3, 17, 14], the supervised graph rank-
ing problem was formulated as minimizing the com-
bination of the empirical error and a regularization
term represented by graph. Semi-supervised PageR-
ank considers both graph structure and the rich meta-
data contained in node features and edge features in
the ranking process.

In the fourth part, we make complexity analysis on the
above mentioned algorithms, to discuss their scalability and
efficiency. Based on the discussion, we give some guide-
lines on designing highly scalable and efficient algorithms
for large-scale graph ranking algorithms.

In the fifth part, we discuss how to design a distributed
system to support large-scale graph ranking algorithms, and
how to parallel existing algorithms to better fit into the sys-
tem. The design principles for such a distributed system will
first be discussed, and then a real system will be explained in
detail, which has been used in a commercial search engine.
This system contains a map-reduce engines specifically op-
timized for graph operations, as well as a rich pool of graph
operators such as graph traverse, graph partitioning, and
graph sampling. It is easy to implement a graph ranking
algorithm on this platform. We will take Semi-supervised
PageRank as an example to make detailed discussion on this
process.

In the last part of the tutorial, the future research direc-
tions regarding large-scale graph ranking with rich meta-
data, and open questions and challenges will be discussed.
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