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1. Motivation and introduction to
the applications
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Problem definition
 Unstructured sources

 Unstructured: presupposes that although the
semantic information in the source is not immediately
computationally transparent, it can nevertheless be
retrieved by taking into account surface regularities

 Sources = digital content: natural language
statements, images, video, audio, gestures, etc.
and their combinations

 Linking and making associations are primordial in
human perception: an intelligent machine should be
able to do so
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Story understanding

http://www.shol.com/agita/pigs.htm

Story understanding

[TERENCE EU FP 7 Project]
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QA on legal texts

http://eil.stanford.edu/regnet/ [Kerrigan & Law ICAIL 2003]
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Alignment in statistical machine translation

An alignment between an English and a French sentence, in which there
is a many-to-many alignment between English and French words: 
Needs phrase alignment.

[Jurafsky & Martin Chapter 25 2006] [TermWise & WebInsight  projects]
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[Barzilay & Lee HLT-NAACL 2008] [DAISY Stevin project]
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[historylink101.net]

U.S. President George W. Bush (2nd R) 
speaks to the press following a meeting 
with the Interagency Team on Iraq at 
Camp David in Maryland, June 12, 2006. 
Pictured with Bush are (L-R) Vice 
President Dick Cheney, Defense 
Secretary Donald Rumsfeld and 
Secretary of State Condoleezza Rice. 

[Labeled faces in the wild dataset]

[Pham, Moens & Tuytelaars IEEE T Multimedia 2010] [IWT-SBO AMASS++project]

Linking names and faces
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≠

[Angheluta & Moens ECIR 2007]

Ambiguous names
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Information mashup

[Gyllstrom & Moens SIGIR 2010] [EU FP7 PuppyIR project]
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http://upload.wikimedia.org/wikipedia/commons/b/b5/Toy_robot.JPG

Go to that white car !

Multimodal linking
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 The focus in this tutorial = linking equivalent content
useful to:

• Search, reasoning with information,
summarization, building of cross-lingual and
cross-media dictionaries, ...

• Because equivalent content comes in many
forms:

• Can be seen as a translation problem
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 Besides equivalence relation: other interesting
“discourse” relations that often signal complementary
information [Allan PhD thesis 1994] ...:
 Revision
 Summary and expansion
 Comparison - contrast
 Tangent - aggregate, ....

 Or “event” relations: e.g., who, did what to whom where
when ...

Cf. Automatic hypertext 
generation

Cf. Relation extraction and
event template filling
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Problem definition
 How can we automatically realize this

linking?
 Are there generic algorithms?
 Can we reduce human supervision?
 When using an interlingua, can we realize the

linking jointly without a separate translation of
source and target into an interlingua?

Our methods our data-driven
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Sharapova beats Ivanovic to win Australian Open
A year after being on the wrong end of one of Russian didn't drop a set in seven matches at
Melbourne Park, including wins the most-lopsided losses in a Grand Slam final, Sharapova
wrapped up her third major title with a 7-5, 6-3 victory over fourth-seeded Ana Ivanovic on
Saturday.The 20-year-old over three of the top four ranked players, erasing 12 months worth of
painful memories in the wake of her 6-1, 6-2 loss to Serena Williams last year.After Ivanovic
sprayed a forehand wide on match point, Sharapova dropped to her knees and appeared to be
fighting back tears as she waved and blew kisses to the crowd.Then she dropped her racket in her
chair before heading to shake hands and exchange high-fives with her father and supporters.

Victory!

Tennis 2008

Australian
Open won by
Maria
Sharapova

SportsLocation:
Melboune
Park

Content labels are valuable, for instance, for linking
information
But, an almost infinitive number of ways in which information
can be linked
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• Problem on the data side =
• Huge amount of patterns that signal equivalent

content
• Ambiguous patterns

• Problem on the usage side =
• If the linking is performed solely based on identified

interlingua concepts:
• Almost infinite set of concepts: the meta-language

risks to become as complex as natural language
• Interlingua concepts do not contain anymore their

low level features and contexts
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Vauquois Triangle

[Jurafsky & Martin Chapter 25 2006]
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Maybe complementary ...
 Linking of lower level features: more flexible (cf.

success of classical search engines)
 Interlingua can be useful as latent class when linking

data
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Extra difficulties
 Seldom parallel information: null links
 Cardinality ratio:

 1:1, 1:N, N:1 or N:M
 Problem of segmentation
 Information can be hierarchically organized e.g., parts that

make up a whole
 Often asymmetry, though results can be symmetrized later
 Typical for unstructured sources:

 Similar form, different meaning (polysemy)
 Different form, same meaning (synonymy)

 Watch for computational complexity !
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 There exist already a lot of research on content
linking in different disciplines:
 Natural language processing
 Computer vision
 Data mining
 Cross-media mining
 ...

 Surprisingly: many similarities between the
algorithms (although often independently
developed)



WWW 2010 22

2. Introductory concepts
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Some definitions
 Cross-modal: coming from multiple information

sources, which consist of multiple types of content, i.e.
multimedia content

 Parallel corpus: corpus with parallel information: might
be texts, where one text is exact translation in another
language of the other

 Comparable corpus: corpus with similar information,
but each source might also contain different information:
e.g., text with images that illustrate part of the info in the
text
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 It is all about finding similarities !
 But, we deal seldom with exact matches (other media,

other languages, even other language patterns in
monolingual context, ...)

 And, we deal with heterogeneous feature patterns:
different media, languages

=>
 Finding associations, correlations and possibly

clustering of information
 Sometimes we need to detect auxiliary latent classes

in the data
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 Let us start with an example from alignment or
linking of multilingual content to formalize the
problem:
 best studied in the literature
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Ma soeur aime ses chiens bruns.

And my sister loves her brown dogs.

Alignment ai is defined as a subset of the Cartesian product
of word positions:                                                    
Associations                    
If           , alignment with the “empty” or NULL object

A parallel/comparable corpus consisting of S object pairs:
                          with corresponding alignments a 

  

! 

ai" (y,x) : y =1,K,Y;x =1,K,X{ }

! 

y" x = aix

! 

aix = 0

Alignment - linking models

! 

(ss,ts) =1,...,S{ }
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Three main steps:

• Find an appropriate model M for the linking of source
and target  – Modeling

• Estimate parameters of the model M, e.g. from
empirical data – Parameter estimation

• Find the optimal linking according to the model M and
its parameters –  Linking/Alignment recovery

Alignment - linking models
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Two main approaches:

• Association approach – Alignment is based on
similarity and association measures

• Latent class approach - Parameters are modeled as
hidden parameters in a statistical translation model

Parameter estimation
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Associa'on approach

• Utilize a function of similarity between the candidate pairs
• A huge variety of scoring functions:

• Cosinus, Dice coefficient, pointwise mutual information
statistic, chi-square, t-score, log-likelihood measure,
kernel functions, tree kernels, string kernels, ...

• Similarity function might be learned from training data

[Manning & Schütze 1999]
[Moschitti ECML 2006]
[Bhattacharya & Getoor TKDD
2007]
...
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Associa'on approach
• In one way or another the functions deal with

incomplete matches and additional constraints can
be modeled (e.g., forbidden links)

• Best suited for: 1:1 correspondences

• The results can be clustered: yields group based
associations
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But ...
 We often deal with events with uncertain outcomes

(foreign word has many candidate translations, a face
can be linked to many candidate names, ...)

 Probability distribution = function that maps possible
outcomes to values between 0 and 1:
 We might model an event with a standard

distribution: e.g., uniform, binomial or normal
 We might collect statistics about the event and

estimate the distribution by maximum likelihood
estimation

 We can also model more complex distributions such
as joint or conditional distributions for related events
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 We often learn from incomplete data:
 We do not know what the alignments or links are in the

data, or have only a few “cognates” (i.e., links that we are
sure and have to learn the other ones)

 But in large data set we assume that links are redundant
 One way to address this problem: Expectation

Maximization (EM) algorithm:
• Iteratively:

• Computes the probability of possible links
• Collects counts
• Builds an improved model based on these counts
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Latent class approach
 Generative models: often treat alignment as a hidden

process
 The unknown parameters θ are determined by

maximizing the likelihood of the alignments on the
training corpus (e.g., by using an EM algorithm):

! 

ˆ 
" = argmax

"

p" (ts,a ss)
a

#
s=1

S

$

[e.g., Och & Ney CL  2003]
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 Although for a given object with candidate pairs there
are a large number of alignments ai, we can always find
the alignment with highest probability:

 When many possibilities to select from: Viterbi like
decoding

! 

ˆ a i = argmax
ai

p" (ti, ai si)
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Hidden variables
 Alignment parameter: strength of the alignment
 “Interlingua” concept
 ...

e.g., the weight of a possible
 link scheme is modeled as a 
hidden variable
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 In classification/recognition: given inputs x and their
labels y:
 Generative model: attempts to model underlying

probability distributions that generate the data and
learns a model of the joint probability p(x,y) and then
selects the most likely label: e.g.,

• e.g., Bayesian networks, Naive Bayes, ...
• supervised, but usually completely unsupervised

 Discriminative model: is trained to model the
conditional probability p(y|x) directly and selects the
most likely label y, or learns a direct map from inputs
x to the labels: e.g.,

• maximum entropy model, support vector machine
• often trained in a supervised way
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Often graph problems
 Graph cuts for clustering
 Random walks in graphs
 Inference in Bayesian networks and undirected

networks

 ...
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Evaluation
 Comparison with ground truth data, manually built
 Individual recognitions of links:

where crl represents the set of correctly recognized
links, cl the set of correct links and rl the set of
recognized links

 Grouped recognitions: B-cubed precision, B-Cubed
recall computed for each mention mi given ground truth
cluster      and machine-generated cluster      to which
mi belongs:

! 

precision =
crl

rl

! 

recall =
crl

cl

! 

Mmi

! 

Cmi
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Evaluation

    where m = set of mentions to be grouped
 F-measure: combines recall and precision

where β = a factor (=1, harmonic mean) that indicates
the relative importance of recall and precision

! 

F =
(" 2

+1) precision x recall

" 2 precision +  recall

! 

precisionmi =
Cmi"Mmi

Cmi

! 

recallmi =
Cmi"Mmi

Mmi

! 

precision =
1

m
precision

mi"m

# mi

! 

recall =
1

m
recall

mi"m

# mi
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Evaluation
 Alignment-Link error rate:

 Gold standard with sure (Su) alignment point and
possible (Po) alignment points

! 

AER(Su,Po;A) =
A" Su + A" Po

A + Su

We cite some results to illustrate the capabilities of the 
techniques, we do not describe the experimental setup, but
refer to the cited papers for additional results and
their details.

[See also Fraser & Marcu Comp. Ling 2007]
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3. Monolingual linking of
content



WWW 2010 42

Linking of content in text
sources
 Most studied: linking of entity mentions:

 In one document: anaphora resolution and noun
phrase coreference resolution includes mention
clustering and disambiguation

 Across documents: noun phrase coreference
resolution includes mention clustering and
disambiguation
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[www.cnn.com]
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 Coreference resolution:
 Task of grouping all mentions mi of entities in a

document (news story, related Webpages) into
equivalent classes so that all the mentions in a given
class refer to the same discourse entity (for simplicity
we refer to the mentions by their syntactic head)

 Number of equivalence classes is not specified in
advance, but bounded by the number of mentions
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[Moens IRS 2006] [Bengtson & Roth EMNLP 2009]



WWW 2010 47

Pairwise coreference classifier
 m is a set of mentions (mi) (e.g., noun phrases) in the

document
 x is the set of pairs of noun phrases: xij= {mi,mj}
 y is the set of variables representing each pairwise

coreference decision yij involving mentions mi and mj
 Binary random variable yij = 1 if mi and mj are coreferent
 Let  F={xij, yij } be a set of feature functions over xij (e.g.,

Boolean)
 p(yij|xij): computed with a classification model
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Pairwise coreference classifier
 Maximum entropy model (i.e., (multinomial) logistic

regression):

fl(xij, yij) = one of the k binary-valued feature functions
wl = real-valued weight parameter estimated from the

training data
Z = normalizing constant

! 

p(yij xij) =
1

Z
exp( wlfl(xij,yij)

k

" ),   0 <  wl <#



WWW 2010 49

Constructing the clusters

[Culotta et al. NAACL/HLT 2007]



WWW 2010 50

Constructing the clusters
 Goal: partition graph into clusters with high intra-cluster

edge weights and low inter-cluster edge weights:
 Based on strength (or probability) of detected

relations
 Possibly augmented with heuristic constraints of

forbidden merge of mentions
 Often greedy clustering: each noun phrase mi  is

assigned to the same cluster as the closest preceding
noun phrase mj for which p(yij|xij) > δ (threshold) (e.g., δ
= 0.5)
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[Bengtson & Roth EMNLP 2008]
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Enforcing transitivity with ILP
 After computing the pairwise classification decisions:

 Use integer linear programming to enforce transitivity
constraints:

 p(yij|xij): computed with a classification model (see above)
! 

! 

max  
xij

" log p(yij xij).yij#log(1#p(yij xij)).(1#yij)

[Finkel & Manning ACL-HLT 2008]
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Enforcing transitivity with ILP
 Add binary constraints on each of the variables: yij ∈

{0,1}
 Add constraints over each triplet of mentions to

enforce transitivity: (1-yij) + (1-yjk) ≥ (1-yik)
• ensures that whenever yij = yjk = 1 also yik =1

 Use ILP tool to solve the ILP optimization problem
 Solution for short text because of computational

complexity of ILP
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 Important cues are [Haghigh & Klein EMNLP 2009]:
 Syntactic structures that signal preferred references
 Semantic matches or constraints

 Although not studied: language models might help in
giving evidence of whether one word might be replaced
by another word in the considered context  [Deschacht
& Moens EMNLP 2009]

 The problem is also studied with hidden coreference
variables given the observed mentions [Haghighi &
Klein ACL 2007] [Wick & McCallum Tech. Rep. 2009]
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Linking of entities across
documents
 2 problems:

 Homonymy = names haves the same writing, but
refer to different entities:

• E.g., persons disambiguation on the Web, cf.
Web People Search Task (WePs)

 Synonymy  = names are written differently, but refer
to the same entity (cf. within document noun phrase
coreference resolution, but “one sense per
discourse” heuristic not applicable):

• E.g., people hide their identity in different
names or names might have different writing
forms
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≠

[Angheluta & Moens ECIR 2007]

Homonymy
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... Richard Armitage ...

... senior administration official ...

...Woodward’s source in the 
Plame scandal...

Synonymy
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Linking of entities across
documents
 In both cases the context is important:

 Context determines whether two mentions refer to
the same entity or to different ones

 Context:
• Surrounding words
• Other entities mentioned in close vicinity
• Other linked information
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Homonymy or ambiguous
names
 Most simple problem: given a name only

disambiguation
 Approaches:

 Feature vector represents potential coreference
relationship

 Usually supervised:
• Training of classifier
• Clustering of the candidate coreference

relationships possibly via graph partitioning
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[Moens IRS 2006]
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Synonymy
 Given a name, find synonyms AND also

disambiguation
 String edit distances might not be sufficient
 Graph based approaches: link based similarity

measures between nodes (exploiting similarity of
neighbors), e.g.,
 Co-citation
 SimRank, Connected-Triple, PageSim
 Variety of random-walk methods

[Getoor & Diehl ACM SIGKDD Explorations 2005]
[Liben-Nowell & Kleinberg JASIST 2007]
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Linking of entities across
documents
 Generative, nonparametric Bayesian model of mentions

in a document corpus, captures both within- and cross-
document coreferences [Haghighi & Klein ACL 2007]
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4. Cross-lingual linking of
content
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Text alignment

 = identifying which text strings in one language
correspond to which text strings in parallel text of other
language by being the translation of each other

 Alignment of:
 sentences and paragraphs
 words and phrases: more difficult

 Use of statistical techniques (here illustrated with word
and phrase alignment)
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[Manning & Schütze 1999]
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The alignment of the spurious Spanish word “a” to the English null word e0.

[Jurafsky & Martin Chapter 25 2006]
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Alignment between an English and a French sentence, in which each French
word does not align to a single English word, but each English word aligns to one 
French word. 

[Jurafsky & Martin Chapter 25 2006]



WWW 2010 68

An alignment between an English and a French sentence, in which there
is a many-to-many alignment between English and French words: 
Needs phrase alignment.

[Jurafsky & Martin Chapter 25 2006]
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Alignment
 Goals:

 To find best alignment of sentence pair
 To find best alignment of phrase pair
 To find best alignment of word pair
 => helps statistical machine translation
 => (probabilistic) alignments can be used to build a

(probabilistic) translation dictionary
 Many models:

 Association models
 Latent structure models: generative models IBM models 1-5,

HMM model
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Association models
 Simpler heuristic models:

 Word-correlation values are obtained from parallel
sentences: word similarity: Dice, pointwise mutual
information statistic, ...

 Heuristics are applied to find a word alignment, often
starting from highest correlating score (in 1:1
alignment)
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IBM model 1
 How to generate a French sentence f = (f1,f2,...,fJ) from

an English sentence e = (e1,e2,...,eI)?

 The algorithm has as main steps:
 Set the length of the French sentence
 Choose the most probable alignment
 Recover the French sentence from the chosen

alignment
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IBM model 1
 Given an English sentence: e= (e1, ..., eI) of length I the

translation probability of a French sentence f = (f1, ..., fJ) with
length J through a particular alignment ai:

where t = translation probability of an English word into a
French word and ε is a normalization constant! 

P(f,aie) =
"

(I +1)
J

t( fj eaij)
j=1

J

#
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IBM model 1
 Training: EM algorithm:

 Sentence segmentation and alignment
 Segmentation in words and training of a word aligner
 Hidden alignment variable
 E-step: expected counts for the t parameter
 M-step: maximum likelihood estimate of the t

probability for these counts
 Below simple example that ignores the NULL

alignment
 Decoding: finding the best alignment: Viterbi
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Two toy aligned sentences: 

red car     the car
voiture rouge   la voiture

Initialization: uniform probabilities:

t(la|the) =t(rouge|the) =t(voiture|the) =

t(la|car) =t(rouge|car) =t(voiture|car) =

t(la|red) =t(rouge|red) =t(voiture|red) =

! 

1

3

! 

1

3

! 

1

3

! 

1

3

! 

1

3

! 

1

3

! 

1

3

! 

1

3

! 

1

3
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E step 1:

We normalize P(f,a|e) to get P(a|e,f). 

We compute P(f,a|e) by multiplying the t probabilities.
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We compute the expected fractional counts, by weighting each count
by P(a|e,f)
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M step 1:

We compute the MLE probability parameters by normalizing the tcounts to sum to 1.
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E step 2:

We recompute P(f,a|e) by multiplying the t probabilities. Note that the
two correct alignments are now higher in probability than the two
 incorrect alignments.

   

M step 2:   ... until the values of the alignment parameters 
do not change anymore substantially.
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Symmetrizing alignments for
identifying phrases
 We train English-to-French aligner
 We train French-to-English aligner
 To combine the alignments, we take the intersection of

the two alignments: precise: improves precision
 We separately compute the union of the two

alignments: noisy: improves recall
 We build a classifier to select words from the union,

which incrementally add back in the intersective
alignment

 => symmetrizing: allows to get an alignment that maps
phrases

[Och & Ney Comp. Ling. 2003]



WWW 2010 80

 Unsupervised !
 Many improvements and variations on IBM Model 1

 Models that take into account the position of input
and output words (IBM Model 2)

 Fertility based models (IBM Models 3,4,5): N:1:
target word is aligned to N words in the source (by
insertion of duplicated words)

• + additional constraints can be modeled
probabilistically: certain parts-of-speech word
classes that can can be switched in target

 If many different possibilities: large training data and
approximate inference
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Improving the generative models
• Incorporation of knowledge about the structure:

• Sequence information: HMM [Vogel et al. COLING
1996]

• Inclusion of syntactic rules (reordering, inserting tree
nodes) [Yamada & Knight ACL 2001]

• Models that enforce agreement during training [Liang et
al. HLT 2006]

• Ensemble methods (combining linkers – voting) [Wu &
Wang IJNLP 2005]
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Examples of learning an
“interlingua”
 Induction of a bilingual lexicon from monolingual

sources via latent concepts [Haghigi et al. ACL 2008]:
 Maximum likelihood estimation via canonical

correlation analysis (MCCA)
 Explains matched word pairs in a common latent

space
 Training via an EM style algorithm
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[Haghigi et al. ACL 2008]]
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Examples of learning an
“interlingua”
 Cept = central pivot through which a subset of e-words

is aligned to a subset of f-words
 Induction of bilingual phrase lexicon from parallel

corpus based on hidden “cepts”: M:N word alignments

[Goutte, Yamada & Gaussier ACL 2004]

By means of orthogonal
non-negative matrix factorization
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[Goutte et al. ACL 2007]
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Discriminative models
• When some training data are available: discriminative

models build the posterior probability directly
• Maximum entropy serves as a suitable framework:

multinomial logistic regression, conditional random
fields

• More effective with sparse data
• Can more easily conditioned jointly on source and

target

• But in many tasks sparsity of data remains a problem
for discriminative and generative models
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Alignment in multilingual
comparable corpora
 Little research available
 Association of words:

 Pointwise mutual information statistic
 Chi-square

• Possible helped by cognates, names that strongly
resemble
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Learning pairs
through association
techniques on large
set of comparable
documents

/

Dictionary
Inferring stretches
of parallel
fragments Parallel fragments

[Munteanu & Marcu HLT 2006]
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 The above approach based on latent concepts obtained
through MCCA [Haghigi et al. ACL-HLT 2008]  is also
applied on comparable multilingual corpora

 Cf. recent work on topic alignments in comparative
multilingual corpora [De Smet & Moens SWSM 2009]
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[Haghighi et al. ACL-HLT  2008]
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5. Cross-media linking of
content
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 Throughout history multimodality in
communication is important

 Now extra stimulated with the advent of digital
media

 “Natural language is augmented with other
symbolic communication“, e.g., natural
language text and images
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[historylink101.net]
[www.liu.edu/cwis/cwp/library]
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Today
 2008: AAAI fall symposium in multimedia information

extraction
 2009: Machine Learning Summer School/Workshop

2009 University of Chicago: Workshop in Machine
Learning in Computer Vision, Speech, Text and Natural
Language Processing

 Workshop on Cross-Media Information Access and
Mining (CIAM 2009), Twenty-first International
Conference on Artificial Intelligence

 The Eleventh International Conference on Multimodal
Interfaces and The Sixth Workshop on Machine
Learning for Multimodal Interaction

 ...
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Today
 Emphasis on joint processing of the different modalities,

similar algorithms, evaluation, ...
 One special case = aligning or linking equivalent

content
 When dealing with text-image modalities:

 Can be helpful to:
• Automatically annotate similar images, which

then can be indexed, mined, etc.
• Summarization of multimedia: what text

belongs to summarized video images and vice
versa

• Eventually build dictionary of text image pairs
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U.S. President George W. Bush (2nd R) 
speaks to the press following a meeting 
with the Interagency Team on Iraq at 
Camp David in Maryland, June 12, 2006. 
Pictured with Bush are (L-R) Vice 
President Dick Cheney, Defense 
Secretary Donald Rumsfeld and 
Secretary of State Condoleezza Rice. 

[Labeled faces in the wild dataset]



WWW 2010 97

Alignment of names and faces

2.

1.

…French President 1. Nicolas
Sarkozy and girlfriend 2. Carla
Bruni on a trip in Egypt…
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Alignment of names and faces

 Given image-text pairs si: align faces (f) and names (n)
 Constraints:

• Within image/text resolution of a face/name =>
same name and face occur once in each
image/text

• One name can only be aligned with one face,
but faces can be aligned with “null” name and
names with “null” face

[Pham, Moens & Tuytelaars IEEE Transactions on Multimedia 2010]
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Preprocessing

 Images:
 face detection
 clustering of similar faces (within and) across images

(based on face descriptors)
 computation of the namedness of the faces

 Texts:
 named entity (person) recognition: maximum entropy

classifier augmented with gazetteers
 clustering of similar names within and across texts: noun

phrase coreference resolution
 computation of the picturedness of the names

[Moens JNLE 2008] [Deschacht & Moens  ACL 2007]
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Cardinal from Cologne Joachim Meisner cries
during a meeting with Pope Benedict XVI at the
centre for dialog and prayer in Oswiecim, Poland
May 28, 2006.

<?xml version="1.0" encoding="UTF-8"?><output><s
i="0">Cardinal from Cologne <ENAMEX ID="0"
TYPE="PERSON">Joachim Meisner</ENAMEX> cries
during a meeting with Pope <ENAMEX ID="1"
TYPE="PERSON">Benedict</ENAMEX> XVI at the
centre for dialog and prayer in <ENAMEX ID=”2"
TYPE="LOCATION">Oswiecim</ENAMEX>, <ENAMEX
ID=”3" TYPE="LOCATION">Poland</ENAMEX> May 28,
2006.</s>

Picturedness of name:
Joachim Meisner: 0.75
Benedict: 0.33

[Yahoo! News]
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Likelihood of image-text pair si  and the alignment aj:

...
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Initializing and updating  the likelihood of an
alignment:
• Initialization based on clustering the faces
and clustering of the faces
• EM augmented with deterministic annealing
• Using all stories of the “Labeled faces in the
wild” dataset: 11820 stories or image-text
pairs with 5637 unique person faces and 8878
unique person names
• Unsupervised !
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 Use of the EM algorithm to maximize the log-likelihood
of all image-text pairs S:

where Ai = set of all possible alignments for image-text
pair si; δi,j = strength of the alignment aj for image-text
pair si

 The E-step updates δi,j as follows:
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 During the M-step the parameter P(f|n) is recomputed:

 

where c(aj (n) = f ) is 1, if a face from the same face
cluster f is assigned to a name of the same name
cluster n in the link scheme aj, otherwise it is 0; c(n, aj)
is 1, if the name n is assigned to a non-NULL face in aj ,
otherwise it is 0

! 

P( f n) =
"i, jc(

aj#Ai
$

si#S
$ aj(n) = f )

"i, jc(n,
aj#Ai

$
si#S

$ aj)
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 Each iteration of the EM represents a hill-climbing
algorithm in the parameter space that locally minimizes
this loss: we can use an annealing like process for
finding a low-loss model where the E-step updates δi,j
as follows:

In experiments below: γ is initialized at 0.02
and in each step γ = γ x 1.02 until γ = 1



WWW 2010 109

[Pham, Moens & Tuytelaars IEEE Transactions on Multimedia 2010]



WWW 2010 110

Cross-media alignment of
names and faces

 Adaptation to alignment in video data

Time warping
 to align scripts
 and subtitles

Use of unsupervised alignment over all “stories” in one act
(story = 1 frame + text):
some faces receive null name => use of face label propagation
with random walk algorithm
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[Pham et al. 2010 publication in preparation]
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[BBC News 2008]
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• This framework uses the set of labeled faces Fl with name
labels Nl and the set of unlabeled faces Fu to predict the
name labels Nu of Fu. The number of distinct names is
known.

• A fully connected graph G is built where the nodes are all
labeled and unlabeled faces. The weight wij of the edge
between faces fi and fj is the similarity between them +
taking into account extra constraints.

• The one-step transition probability Tij from face fi to face fj
can be estimated from the edge weights:
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• We define a probability matrix N of size (|Fl|+|Fu|) x K where Ni is the
probability distribution of name labels over face fi.

• The label propagation algorithm:
1. All faces/name-face pairs propagate labels for one step: N ← TN
2. Row normalize N to maintain the label probability interpretation
3. Clamp the labeled faces. Repeat from step 2 until convergence of N

• After the label propagation, the matrix N contains the label distribution
for each face

• We use the name with highest probability where the probability is above
a threshold λ (“refusal to predict” mechanism).
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‣ We perform and compare our experiments on two BBC news
broadcasts recorded on 22-Jun-2008 and 27-Jun-2008.

‣ Our best face labeling results obtained at 100% “refusal to predict”
recall (all test examples are labeled with most probable label):
‣ BBC_22-Jun-2008 broadcast: precision of 82.56%
‣ BBC_27-Jun-2008 broadcast: precision of 51.09%

‣ Cf. SVM trained on the same manually labeled faces:
‣ BBC_22-Jun-2008 broadcast: precision of 55.81%
‣ BBC_27-Jun-2008 broadcast: precision of 26.09%

[Pham et al. IEEE VCIDS 2010]
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6. Conclusions
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 Linking content = important intelligent task for a
machine
 Focus on equivalence relation
 Examples in monolingual, cross-lingual, cross-media

settings, but many other applications
 Generic, flexible underlying algorithms, adapted to

the specific setting of the task that often require little
supervision
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 Still many research questions:
 How to deal with sparsity of the data, with efficiency, N:M

relations, ...?
 How to discover other “discourse” relations in the unstructured

sources? Could also be discovered from the data, but sparsity
is even bigger problem.

 How to combine extractions/recognitions with the linking? To
combine with metadata, descriptors?

 ...

MANY RESEARCH VENUES TO EXPLORE ...



WWW 2010 119

 Thanks to CLASS, AMASS++, DAISY, TermWise,
WebInsight, PuppyIR and TERENCE projects and the
researchers involved (Phi The Pham, Ivan Vulic, Wim
De Smet, Karl Gyllstrom and Koen Deschacht) and
colleague Tinne Tuytelaars


