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ABSTRACT 
Personalized Web search has emerged as one of the hottest topics 
for both the Web industry and academic researchers. However, the 
majority of studies on personalized search focused on a rather 
simple type of search, which leaves an important research topic – 
the personalization in exploratory searches – as an under-studied 
area. In this paper, we present a study of personalization in task-
based information exploration using a system called TaskSieve. 
TaskSieve is a Web search system that utilizes a relevance feedback 
based profile, called a “task model”, for personalization. Its 
innovations include flexible and user controlled integration of 
queries and task models, task-infused text snippet generation, and 
on-screen visualization of task models. Through an empirical study 
using human subjects conducting task-based exploration searches, 
we demonstrate that TaskSieve pushes significantly more relevant 
documents to the top of search result lists as compared to a 
traditional search system. TaskSieve helps users select significantly 
more accurate information for their tasks, allows the users to do so 
with higher productivity, and is viewed more favorably by subjects 
under several usability related characteristics.  

Categories and Subject Descriptors 
H.3.1 [Content Analysis and Indexing]: Indexing method; H.3.3 
[Information Search and Retrieval]: Information filtering; 
Relevance feedback; H.3.5 [Online Information Services]: Web-
based services. 

General Terms 
Experimentation, human factors, performance. 

Keywords: Personalization, task-based information 
exploration, adaptive search, user profile, task model, empirical 
study 

1. INTRODUCTION 
Personalized Web search emerged as one of the hottest topics for 
both the Web industry and academic researchers [21]. Unlike 
traditional “one-size-fits-all” search engines, personalized search 
systems attempt to take into account interests, goals, and 
preferences of individual users in order to improve the relevance of 
search results and the overall retrieval experience. In the context of 
a tight competition between search engines and technologies, 
personalization is frequently considered as one of the technologies 
that can deliver a competitive advantage. 

While personalized search was a focus of many papers and projects 
over at least the last 10 years, the absolute majority of these projects 
aimed to support a rather simple type of search, which is known as 
lookup search [20]. The assumption behind this type of search is 
that the answer to the user’s information need is located on one or 
few Web pages. Correspondingly, the goal of search personalization 
is to insure that one or more of the target pages is retrieved and is 
pushed to the top of the results list despite such known problems as 
short queries, synonymy, and polysemy. To achieve this goal, 
personalized search systems build profiles of user interests and use 
them for personalized query expansion and result ranking. 

It is commonly accepted that lookup search is just one of several 
types of searches performed by Web users. Marchionini [20] calls 
searches “beyond lookup” as exploratory searches, which can be 
further distinguished as search to learn and search to investigate. 
Exploratory search assumes that the user have some broader 
information need, which can’t be simply solved by a “relevant” 
Web page, but requires multiple searches interleaved with browsing 
and analyzing the retrieved information. For example, an academic 
researcher plans her visit to a foreign city while attending a 
conference, and wants to investigate the most appropriate means of 
transportation, places to stay, and nearby sights to visit. 

As long as the Web is getting closer and closer to becoming a 
primary source for all kinds of information, more and more users of 
Web search engines run exploratory searches to solve their 
everyday needs. In addition, a growing proportion of users, such as 
information analysts, are engaged in Web based exploratory search 
professionally by the nature of their jobs. It makes exploratory Web 
search both attractive and an important focus for research on search 
personalization. Yet, only a very small fraction of projects devoted 
to search personalization seek to support exploratory search.  

This paper presents our efforts to create a personalized system for 
task-based information exploration where the information needs and 
the corresponding search processes are defined by the task assigned 
to the user. This kind of exploratory search is typical for a range of 
professional users, such as information analysts. Capitalizing on the 
nature of task-based information exploration, we transformed the 
traditional profile of user interests to a more focused task model and 
introduced several innovative techniques for both constructing and 
utilizing this model. To explore the value of these techniques, we 
developed TaskSieve, a platform for task-based information 
exploration. A recent study performed with TaskSieve demonstrated 
that our personalization techniques can significantly improve the 
user’s and system’s performance in the task-based exploratory 
search context. The following sections present an account of our 
work. We start with an analysis of similar work. Then we present 
TaskSieve and a study comparing it to a traditional search engine. 
At the end we summarize the obtained results and our plans for 
future work. 
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2. PERSONALIZED SEARCH: THE STATE 
OF THE ART 
The work on search personalization has deep roots in the area of 
information retrieval and filtering, which can be traced to the use of 
keyword-level user profiles in selective dissemination of 
information [14] and early research on relevance feedback [24].  
Relevance feedback, which obtains extra information beyond users’ 
initial requests, has been shown to be an effective technique for 
improving retrieval performance in experiments [9; 25]. However, 
there are still questions about the true effectiveness of traditional 
relevance feedback, because users of Web search systems seldom 
want to make extra effort for providing relevance judgments [17]. A 
range of projects attempted to replace explicit relevance feedback 
with various kinds of implicit feedback indicators [7; 17]: from time 
spent [4] to eye movements [26]. Yet, the trade-off between reliable, 
but hard to collect explicit feedback and less reliable implicit 
feedback still exists. It is still a research challenge to design 
feedback techniques, which can combine the precision of explicit 
feedback with the unobtrusiveness of implicit feedback. 
Relevance feedback has long been used for short-term search 
personalization through a sequence of query refinements. However, 
it was the integration of relevance feedback with user profiles 
(originally applied for selective dissemination of information) that 
launched the research on personalized information access. Utilizing 
relevance feedback as the mechanism for collecting information 
about the user, personalized information access systems construct a 
dynamic profile of user needs and interests and apply it to improve 
the quality of search, information filtering, and recommendation.  
User profiles can be distinguished by the timeframe of their 
construction and usage. Two of the most typical cases are short-term 

profiles, which model immediate information need, and long-term 
profiles, which attempt to model user general interests and 
preferences. Surprisingly enough, we were not able to find any work 
on intermediate-level profiles, which, for example, can model user’s 
larger-scale information exploration tasks pursued over a longer 
period of time, yet not equal to the general interests. Several works 
on collaborative information retrieval use an idea of a search task or 
quest [15; 16], however these works do not build task profiles. 
The classic form of user profile, which can even be found in a 
textbook [19], is a weighed vector of keywords. This form of the 
user profile is applied in the majority of personalized systems, 
including personalized search systems [21] and content-based 
recommendation systems [22]. A number of systems attempted to 
build more complicated profiles, mostly by integrating several 
keyword vectors within a single profile. For example, WebMate [3] 
used several keyword vectors for each user interest. YourNews [1] 
also separates long-term and short-term profiles for each interest. 
Finally a number of projects explore more innovative approaches to 
long-term user profiling such as networked profiles or ontology-
based profiles; however, there is still no reliable evidence that 
advanced profiles are superior to simpler keyword profiles. A good 
review of major types of user profiles for personalized search is 
provided in [8].  
The most typical usage of the profile is to rank information items. 
Filtering and recommendation systems simply rank the presented 
items by their similarity to the user profile. In personalized search 
systems, the profile is fused with the query and applied for filtering 
and re-ranking of initial search results. Referring to any specific 
paper is difficult, since there are dozens of reported systems using 
this approach: see [21; 22] for a review.  

 
Figure 1 TaskSieve interface 
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However, ranking is not the only aspect information retrieval or 
filtering systems attempt to improve to better assist their users. User 
access to information can also be improved by generating better 
document surrogates, such as search snippets and summaries. 
The summaries are important for indicating the content of the 
documents, and to provide clues about the potential relevance to the 
users’ searches. Many different ideas have been used to generate 
summaries, including Keyword in Context approach (see [12] or 
Google search results), automatic text summarization [6] and 
passage generation [13]. Most of these methods either are query 
independent (like text summarization), or related to query only; 
however, some pioneering information filtering projects attempted 
to apply user profiles to generate personalized document summaries 
[5]. 
Nearly all personalized search systems hide user profiles from their 
users, so the user can neither view nor edit the profiles. A few 
projects studied whether the profiles and relevant information 
should be presented to users in their searches. [18] found that it is 
useful to make this part of information available to the users. 
However, studies that attempted to make user profiles both visible 
and editable to users [1; 27] found that the ability to edit user 
profiles may negatively affect system performance. 
In summary, personalized search and user profiling are popular and 
well-explored areas. Yet there are research challenges and space for 
improvement in nearly all reviewed sub-areas. Task-based 
information exploration provide a unique and unstudied context for 
examining some less explored approaches such as intermediate-
level profiling, adaptive snippets, or user profile visualization.  

3. TaskSieve: A PLATFORM FOR TASK-
BASED INFORMATION EXPLORATION 
3.1 Task Model 
Unlike the majority of known personalized search systems, 
TaskSieve aims to support the task-based exploratory search process. 
In place of a traditional model of user interests, TaskSieve applies a 
more focused task model, which attempts to accumulate information 
about the task explored by the user. A task model is a relatively 
short-term model in comparison with a long-term model of user 
interests, yet it can support the user over a lengthy sequence of 
queries (frequently spread over several sessions) as long as the user 
is focused on a specific task. The model is constructed 
unobtrusively while the users are interacting with the system. There 
is no task description to enter, as in AntWorld [16] or SERF [15]. 
The user simply starts working on a new task by entering the first 
query and processing the list of initial, but not yet adapted, search 
results. Standard stemming and stopword removal procedures are 
applied to these task model vectors. Among the hundreds of terms 
from the user notes, the top 300 important terms are selected 
according to their TF-IDF weights in the document corpus. 
TaskSieve was designed to assist users who perform exploratory 
searches reasonably often, i.e., it focuses on relatively experienced 
searchers up to the level of professional information analysts. These 
users appreciate more powerful and sophisticated information 
access tools; but as we learned from our earlier work on adaptive 
filtering [1], they also want to be in control of the system’s work 
and highly value the transparency of the system mechanisms. This 
requirement contradicts the traditional approach taken by 
personalized search systems, which tend to make personalization 
decisions without user consent and hide the underlying 
personalization mechanism. Unlike these systems, TaskSieve 

attempts to make the personalization transparent. It starts with using 
a relatively simple, but easy to understand task model form: 
weighted term vectors. In addition, it makes the task model visible 
to the user through the model viewer (upper right in Figure 1). The 
viewer shows terms, which form the task model, sorted by their 
importance (weight). A larger font size is used for more important 
terms. The model visualization is kept up-to-date according to the 
task model changes. This visible task model is expected to help 
users to understand the task-based engine of TaskSieve; however, 
users who consider the model less useful or need more space for 
other parts of the interface can hide the viewer at any time.  

3.2 Personalized Ranking 
As in many other personalized search systems, TaskSieve uses the 
post-filtering approach to personalized search results, using the task 
model to re-rank the plain search results retrieved by a search 
engine (Figure 2). The idea of re-ranking is to promote documents, 
which are more relevant to the user task as measured by their 
similarity to the task model. For transparency reasons, TaskSieve 
uses the traditional linear approach to combine query relevance and 
task relevance: 
(1) Retrieve documents along with their relevance scores by 

submitting the user query to a search engine. 
(2) Calculate similarity scores between retrieved documents and 

the model. 
(3) Calculate combined score of each document by equation (1). 

 
alpha * Task_Model_Score + (1 – alpha) * Search_Score  (1) 

 
(4) Re-rank the initial list by the combined score from step 3. 
TaskSieve uses Indri1 as a search engine and normalizes its scores, 
dividing by the maximum score (score of the rank 1 item) of the 
corresponding list (step 1). Task model scores are calculated by 
measuring the similarity between each document vector and the task 
model vector. We use BM25 [23] for this task (step 2) and the 
scores are also normalized.  
In equation (1), alpha controls the power of the task model. It can 
vary freely from 0 to 1. The traditional approach is to fix alpha 
either ad-hoc, or by learning the “optimal” value and using this 
value to fuse all search results. We believe this approach contradicts 
the desire of our target users to be “in control”, and instead give the 
control over the fusion to users. TaskSieve allows the users to 
alternate among three preset ranking options: “Sort by relevance to 
Query Terms”, “Sort by relevance to Query and Task model”, and 
“Sort by Relevance to Task Model” (which correspond to alpha 
values 0, 0.5, and 1.0 respectively). If alpha is 0, the ranking is the 
same as plain search. If alpha is 1.0, then the search rank is 
completely ignored. If alpha is 0.5, which is the default, the system 
considers equally the importance of query and task. 
Figure 1 shows an example of the task-based ranked list (lower left 
in the screen). A user enters a query “austria train fire”. Important 
task model terms such as “TRAIN”, “FIRE”, “SKI”, and “KILL” 
were extracted from the user notes in order to re-rank the original 
search result to the query “austria train fire” generated from the 
baseline search engine. Just above the ranked list, there are three 
tabs labeled with three ranking options explained above. Users can 

                                                                 
1 http://www.lemurproject.org/indri 
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explore different query terms and control the task-based post-
filtering engine in order to complete their tasks. 

 
Figure 2 TaskSieve system diagram 

3.3 Task-Infused Snippets 
As mentioned in the introduction, the task model is more focused 
and, as a result, more precise and reliable than a typical model of 
interests. It allows extending the use of the task model beyond the 
traditional re-ranking. A promising innovation explored in 
TaskSieve is task-infused snippets (Figure 3). Snippets are 
document surrogates displayed by search engines below document 
titles to help the user in selecting the relevant results. Most modern 
search engines construct snippets from sentences that include query 
terms, and even highlight these terms to stress the relevance of the 
document to the query. In task-based exploratory search, however, 
the document relevance to the task could be equally or more 
important than its relevance to the query. To help users in selecting 
task-relevant documents, TaskSieve constructs personalized task-
based snippets by extracting top 3 most relevant sentences given 
users’ query terms and task model terms. The following briefly 
describes the procedure: 
(1) Divide the document contents into sentences. 
(2) Calculate sentence-to-query relevance score for each sentence. 
(3) Calculate sentence-to-task-model score for each sentence. 
(4) Linearly combine the two scores from step 2 and 3 for each 

sentence, as described in the previous section. 
(5) Sort the sentences by the combined score (step 4) and select 

top 3 sentences. 
(6) Display the selected sentences in the order of their appearance 

in the document. 
The alpha preset used for re-ranking the document list is equally 
applied to this process so users can see different sentences according 
to their task model contents and the preset selection.  
TaskSieve also emphasizes the query and the task model terms 
appearing in all surrogate sentences. As shown in Figure 3, query 
terms (“Austria”) are highlighted in yellow and shown in bold face; 
task model terms (“kill”, “tunnel”, “Salzburg”, etc.) are highlighted 

in blue; and the terms belonging to both the query and the model 
(“train” and “fire”) are highlighted in green and shown in bold face. 
The highlighting and text formatting make the terms pop out, 
helping users to see how each surrogate sentence is relevant to the 
query or task model. 

 
Figure 3 Task infused document surrogates and highlights 

3.4 Using Notebook for Task Model Update 
In addition to the innovative ways of using the task model, 
TaskSieve explores a new approach to updating this model. This 
approach is based on the idea of a notebook. A notebook is a 
collection of document fragments (which we call notes) extracted 
and saved by the user. From one side, the notebook supports the 
user’s need to collect the most important information for further 
processing. A note collection tool is frequently used in the process 
of information exploration (analysts call it a “shoebox”). From the 
other side, the content of the collected notes represents the task 
much better than the documents from which they are extracted. It 
allows TaskSieve to use the content of the saved notes to increase 
the quality of modeling in comparison with existing personalized 
search systems.  
TaskSieve encourages the user to take notes and make this process 
very simple. The users can highlight any text from the search 
snippets or whole document and add it to the notebook by a single 
button click. When a new note is saved, it is displayed in the 
notebook (lower right in Figure 1). Each note can be removed by 
clicking on the “X” beside it if the user doesn’t think she needs it 
anymore.  
Every action in the notebook (adding and removing) instantly 
affects the task model – the weights of the task model terms found 
in the added or removed note are increased or decreased 
correspondingly. The important task model terms in the task model 
viewer are immediately updated to reflect the new set of weights. 
The ranking of the current search result list can also be updated 
immediately after each task model change if Auto Refresh is 
checked. However, this option is switched off by default, because 
our previous studies in a similar context of information filtering 
demonstrated that automatic update of ranking confuses users and 
causes performance decreases [10]. Therefore, TaskSieve offers a 
“Refresh list” button, allowing the user to re-rank the search results 
according to the current state of the task model whenever it is most 
convenient for her. 

4. THE STUDY DESIGN 
To assess the value of TaskSieve’s task modeling features, an 
experimental study was performed using a full-fledged version of 
TaskSieve (i.e. with the task model) as the experimental system. For 
comparison, the baseline system takes a simplified version of 
TaskSieve, which does not have the task model functionalities (i.e., 
query-based ranking only, query-term highlighting only, no model 
visualization, no model-extended snippets). Thus the baseline 
system replicated a modern search engine interface. 

We attempted to examine two groups of hypotheses in the study: 
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H1: At the operational level, the experimental system – by having 
the task model and task-based features – performs better. 

H1-1: The experimental system will generate results with 
higher precision in terms of result ordering. 

H1-2: Users of the experimental system will demonstrate 
higher productivity measured by numbers of selected 
notes and higher task performance in terms of precision 
on selected notes. 

H1-3: Users of the experimental system will actively use the 
innovative features of TaskSieve, such as the ability to 
view the user model and to vary the influence of the 
query and the model on document ranking. 

H2: At the subjective level, users prefer the experimental system 
over the baseline system. 

H2-1: Users are more satisfied with the experimental system. 

H2-2: Users appreciate the ability to change the query-profile 
weighting of search results. 

H2-3: Users appreciate the ability to view the task model 

H2-4: Users appreciate the document surrogates generated 
from the task model and the query. 

The document collection used in this experiment is an expanded 
TDT4 English test corpus, in which there are 28,390 English 
documents published between October 2000 to January 2001 [11]. 
The expansion happened at the topic and ground truth aspects. 18 of 
the original TDT4 topics are enriched into so- called GALE topics 
to resemble the tasks performed by intelligence analysts. Each 
GALE topic contains an overarching task theme and up to 10 
different but related sub-tasks (Figure 4). The search outcomes of 
these topics are a group of selected useful passages that can be used 
to answer the questions raised in these tasks/subtasks. The relevance 
criteria of the selected passages are based on utility, which can be 
seen as a function between topical relevance and material novelty. 

 
Figure 4 An example of the GALE topics 

For this study, we selected the whole expanded TDT4 corpus. Six 
GALE topics were selected (see Table 1), but each subject 
performed search tasks only on four of them. The experiment was 
split into two 1-hour sessions. During each session, subjects 
completed one search task on the baseline system and one on the 
experimental system. The orders and the combination of the systems 

and the topics were randomized according to Latin square design to 
control for any possible learning and fatigue effects. 

 

Table 1 The six selected GALE topics 

TDT4 Topic ID Title

40001 Galapagos Oil Spill 
40038 Earthquake hits India’s Gujarat state 
40055 Edmond Pope Convicted of Espionage in Russia 
41011  Turkish Prison Riots 
41012 Trouble in the Ivory Coast 
41019 Iliescu wins Romanian elections 

Subjects were tested independently, using the following procedure:  

1. Prior to the first session, subjects read a one-page introductory 
statement to the experiment, and completed a demographic 
questionnaire focusing on their search experience and 
consumption of news. 

2. Prior to the first search task, subjects were given a 15-minute 
training that included a walkthrough of the TaskSieve system 
and instructions on completing a search task. 

3. For each search task: 

a. Subjects were given a one-page task description providing a 
brief background to the task scenario and a list of questions 
to answer (Figure 4). 

b. Subjects were given 20 minutes to search for and collect 
useful notes that provided answers to the questions in the 
task scenario.  The required minimum length of a note was 
one full sentence (i.e. to provide enough context for a 
superior to determine why the selected information was 
useful.) This part simulated information foraging stage of 
analyst work. 

c. At the end of the allotted 20 minutes, subjects were asked to 
process their notebook by annotating each note  with the 
number(s) of the question(s) from the task scenario 
answered by the note. This part simulated simple sense-
making and report preparation. 

d. Subjects completed a post-task questionnaire. 

4. At the end of both sessions, subjects took part in a 10 –minute 
exit interview and were compensated.  

The evaluation metrics used in our study include system 
performance and user performance measures, which are based on 
document and passage level precision (see the further discussion in 
the next paragraph), and the usability measures regarding the 
systems’ support in task-based exploration processes, especially 
those examining the interactions between the users and the systems. 
Samples of these measures are the productivity of selecting useful 
information, usage data of different integration modes of the query 
and the task model, and users’ subjective comments on the systems.  

Ten subjects recruited from the School of Information Sciences at 
the University of Pittsburgh participated in the experiment between 
October 2, 2007 and October 19, 2007. To ensure they best fit the 
profile of an information analyst, participants were required to be 
native English speakers and have been graduate students trained in 
search (i.e. a graduate course in information retrieval.) Five of the 
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ten subjects were female, and the age range of all subjects was 20-
56. On a ten-point scale (10 being the highest), the participants 
mean rating of their search abilities was 8.6 with a mode of 10.  

5. PERFORMANCE ANALYSIS 
5.1 System Performance 
The job of a personalized search system is to “push” the most 
relevant items to the top of the ranked list. Having relevant items at 
the very top of the list (top 5 or top 10) is especially important since 
Web users are known to pay most attention to the first screen of 
results. To measure the performance of the proposed experimental 
system we calculated precision at rank 5 and 10. TaskSieve 
displays 10 articles per page so we can calculate the precision by 
counting the number of relevant documents among top 5 or top 10 
documents in the ranked lists and then divide it by 5 or 10 
accordingly. For example, if we found 4 relevant documents from 
top 5 documents from a retrieved list, the precision at rank 5 here is 
0.8. We did this document level precision for evaluating the system 
performance because the system returns documents as a response to 
the user queries. First two rows of Table 2 and Figure 5 show the 
averages of the precisions at rank 5 and 10. The experimental 
system shows higher precision at rank 5, 0.93, which means more 
than 4 articles (0.93 * 5 = 4.65) are relevant to the topic on average. 
The baseline system showed poorer performance (0.87 and 0.86 for 
both rank 5 and 10). The experimental system outperforms the 
baseline system overall and the differences between them are 
statistically significant (paired sample Wilcoxon signed rank test). 

Table 2 Document-level performance 

Precision Baseline Experimental p 

System at Rank 5 0.87 0.93 0.014 
System at Rank 10 0.86 0.92 0.011 
User document access 0.88 0.96 0.027 

 

 
Figure 5 System performance 

5.2 User Document Access Precision 
The user performance parameter, which we expected to be most 
affected by the improved system performance, is document access 
precision, i.e., the ratio of relevant opened documents to the total 
number of documents clicked by the subjects. While the ultimate 
measure of user performance is a collection of highly relevant 
passages assembled into a high quality report, the first step to it is 
the ability to notice and open relevant documents. Document access 
precision is exactly what an adaptive search system is able to 
improve directly guiding users to good documents by applying task-
influenced ranking and task-infused snippets.  
To calculate the document access precision, we recorded all 
documents the subjects clicked and then compared them with 
document relevance assessment in our ground truth information. 

The data confirmed our expectation. As shown in Table 2, subjects 
using the experimental system opened and examined more relevant 
documents than those with the baseline system (0.96 vs. 0.88) and 
this different was statistically significant (paired sample Wilcoxon 
signed rank test). This table makes it also easy to observe that the 
user document access precision in the baseline system closely 
matched the system precision, i.e., the users performed exactly as 
well as the system allowed. However, in the experimental system, 
document access precision was noticeably better than the system 
precision making it nearly perfect 0.96. I.e., the users of the 
experimental system were able to perform better than the system 
ranking allowed them. We hypothesize that it could be an effect of 
task-infused snippets, which provided users with an additional help 
in selecting relevant documents.  
While the match between system and document opening precision 
provides some implicit evidence that the users of both systems 
followed systems’ recommendation expressed in the form of 
ordering, it is interesting to check an evidence that users take 
advantage of the system’s ability to push relevant documents to the 
top of the ranked list. Otherwise, the performance growth in the 
experimental system could be attributed to other factors like task-
infused snippets, rather than system performance. To uncover this, 
we observed the rank information of the documents that were 
examined or annotated by the users. If these documents are mostly 
highly ranked items in the system’s results, we can hypothesize that 
the users trusted the systems’ ranking and there is a correlation 
between user and system performance. Table 3 shows that the 
average ranks of the documents examined and annotated by the 
subjects are very high (smaller number means higher ranks on top of 
the list). We believe that the subjects had strong beliefs on the 
system performance so that they concentrated mostly on highly 
ranked articles for their task reports.  
While Table 3 does not allow us to notice any significant difference 
between user trust in two systems, a deeper analysis presented in 
Table 4 uncovers the difference. As we can see, the subjects using 
the experimental system did not proceed beyond page 2 (rank 20) at 
all before they opened full documents. Even the frequency of 
checking the second page for subjects using the experimental 
system is minimal compared to that of the baseline. The baseline 
system users checked the second page and the deeper pages at the 
rate of 9% and 3% respectively. The difference for the first page is 
significant (chi-square test, p < 0.01), which suggests that subjects 
trusted the experimental system more and were more satisfied with 
its highly ranked items. 

Table 3 Average ranks of open and add note actions 

User action Baseline Experimental 
Open document 3.79 3.66 

Table 4 Page navigation 

Page 1 2 3 4 >= 5 Total 

Baseline 244 
(88%) 

25  
(9%) 

3 
(1%) 

1 
(0%) 

5 
(2%) 

278 

Experi-
mental 

258 
(98%) 

6  
(2%) 

0 
(0%) 

0 
(0%) 

0 
(0%) 

264 

5.3 User Performance  
During the study, the subjects were asked to collect useful notes for 
their notebooks (i.e. task reports). An interesting question is whether 
the experimental system helped subjects to be more effective not 
only in terms of finding relevant documents more accurately, but 
also to collect higher numbers of relevant notes. Therefore, we 
examined the number of notes the subjects had taken. Figure 6 
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shows the results for each half of the 20 min. session. Overall, the 
users of the experimental system were much more productive. They 
took more notes for the task report (329 vs. 292) despite of opening 
slightly fewer documents (264 vs. 278) and were saving notes at 
much higher rate, especially within the first 10 minutes. This is 
important evidence in favor of experimental system’s better ability 
to help users in finding relevant information, especially in time-
critical contexts. It is also interesting to observe that only 9 notes in 
the baseline system were saved directly from regular snippets (i.e., 
without document opening) while 40 notes were saved from task-
infused snippets in the experimental system. It can be considered as 
another evidence for the value of task-infused snippets. 

 
Figure 6 User productivity 

Of course, taken alone, the volume of collected information is not 
sufficient to compare two systems reliably. It could be that the users 
of the experimental systems collected more notes, sacrificing the 
quality. However, both the quality and the quantity of collected 
notes are important for preparing a good report. The quality of user 
notes, which we call passage precision, is the hardest performance 
parameter to evaluate.  

Our calculation of passage precision takes advantage of the fact that 
two human annotators generated the ground truth. The formula (2), 
which is derived from [2], calculates the precision of a passage 
against the ground truth, where overlap_length is the character 
length of the common text chunk between a user’s selection and the 
ground truth; weight is the weight of the ground truth combining the 
two annotators mark-ups, where the weight can be one of five 
levels: 0, 0.25, 0.5, 1, 1.25, 2; miss_length is the character length of 
the part of the passage that has no overlap with the ground truth. 
Here the 0.5 associated with miss_length is the penalty. 
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Table 5 summarizes the user performance measured by passage 
precision. We found no significant difference between the 
cumulative precision of notes collected by the users of both systems. 
Thus the users of the experimental system were able to collect about 
10% more notes without sacrificing the quality of the notes. 

Table 5 User performance 

System Baseline Exp. P 

Passage precision 0.86 0.85 0.398 

Passage precision (Top N=292) 0.86 0.96 <0.001 

However, the cumulative data does not provide reliable evidence 
that the experimental system can improve both quantity and quality 
of collected notes. To compare the system on a deeper level, we 
examined how many good or bad notes the subjects made using 

each system. Figure 7 shows the distribution of user notes by their 
precisions. We can notice that that there is little difference between 
systems in the number of poor and average-quality notes, however, 
the experimental system helped users to find more top-quality 
(precision=1.0) notes: 219 vs. 182.  
An easy way to combine both quality and quantity of notes is to 
order the notes collected by the users of both systems by the note 
quality and compare the graphs. This is done in Figure 8, which 
shows the change of average precision of top N annotations. This 
graph compares the average precision scores of two systems when 
the subjects made top N high precision annotations. Both are 
dropping as they collect more passages but the baseline drops more 
sharply and the experimental system shows higher precision until 
the N reaches 325. The right end point N=329 is the total number of 
annotations made using the experimental system and it is where the 
overall average precision in Table 5 was calculated. Subjects with 
the baseline made 292 annotations, so we compared the average 
precision at N=292 where the note counts of both systems are same 
and the experimental system showed significantly higher average 
precision (Wilcoxon signed rank test, p < 0.001).  

 
Figure 7 Number of passages per each precision level 

 
Figure 8 Average precision of top N Annotations 

5.4 Task Model and Flexible Ranking 
The task model is one of the key components of TaskSieve. We 
allow users to see the terms comprising the task model during the 
whole sessions and let them change the importance of the task 
model so that they can manipulate the power of its effect during the 
retrieval process. Users were provided with three task model weight 
presets: 1.0, 0.5, and 0.0. The question is, however, whether the 
users benefited from this transparency and flexibility. To answer 
this question, we analyzed the user action logs to determine how 
frequently they changed the task model visibility and the present 
ranking options. 
According to the logs, none of the users ever hid the task model 
viewer. Given that it occupies a sizeable portion of the screen, 
which could be otherwise taken by the notebook, we can 
hypothesize that the visibility of the task model was important for 
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the user. Yet this hypothesis is not fully confirmed if the users never 
changed the default settings. The situation with the ranking 
flexibility is much clearer – users appreciated the ability to change 
the ranking and used it frequently. Figure 9 shows the frequency of 
the ranking preset change and the amount of time subjects used 
presets during their exploratory searches. They used the half-and-
half preset most of the time (46% in frequency and 54% in time). 
The next-favored preset was alpha=0.0, which removes the effect of 
the task model completely (35% in frequency and 30% in time). The 
least favored preset was alpha=1.0, which considers the task model 
only. While subjects could consider this preset an extreme because 
it ignores the effect of their own queries, its use was quite 
considerable (19% in frequency and 17% in time). 
Because we had provided the preset alpha=0.5 as a default, we also 
need to consider whether it was favored by the subjects simply 
because it was the default. In Figure 10, we discarded the default 
use of this preset (alpha=0.5). The data shows that the frequency of 
direct preset change to 0.5 (from 1.0 or 0.0) is 24% and the amount 
of time subjects spent with this preset when it was selected directly 
was 14%. In total, we registered 124 explicit preset changes – more 
than 12 for each subject at average! Even though users favored the 
alpha=0.0 preset when making explicit choices, we should not 
disregard that they were still using the task model more (alpha=1.0 
or 0.5) than the query only preset (alpha=0.0), where the frequency 
was 43% and the time spent was just 30% of the whole sessions. 

 
Figure 9 Task model weights 

 
Figure 10 Task model weights (removed defaults) 

We also tried to compare the user and system performances during 
each of these three presets. In Table 6 and Table 7, we separated the 
user/system performance measures discussed in the previous 
sections by the change of the presets. It clearly shows that the 
system performance (Table 7) was better when the subjects used the 
task model (when alpha=1.0 or 0.5) than when they just used the 
system in the query only mode (alpha=0.0).  Also, alpha=1.0 task 
model weight mode was the best when we examined the note 
precision even though alpha=0.5 showed relatively poorer 
performance. User performance in terms of the open precision was 

about the same among the three modes, but the subjects showed 
higher rate of activity counts while they were taking notes, opening 
documents, and searching (217 vs. 110, 198 vs. 66, and 80 vs. 41 
respectively). It is also interesting to note that the document access 
precision with preset alpha=0.0 (query only) was much higher than 
the average access precision in the baseline system. It provides 
some evidence that the users really mastered the preset manipulation 
picking up the most appropriate presets for different queries.  

Table 6 User performance with varying task model weights 

User Performance 1.0  0.5 0.0 

Note Precision 0.97  0.80 0.90 
Note Count 38 179 110 

Document Access Precision 0.92  0.96 0.97 
Document Access Count 51 147 66 

Search Count 13 67 41 

Table 7 System performance with varying task model weights 

System Performance 1.0  0.5 0.0 

Precision at Rank 10 0.98 0.95 0.87 
Precision at Rank 5 0.96 0.95 0.87 

Table 8 Post-questionnaire (*experimental system ONLY) 
Q# Text of Question 

1 Were you familiar with this topic before the search? 
2 Did the passages and their documents provide you sufficient 

information for your summary? 
3 When choosing to view a full document, was it mostly because 

you found useful information in the passage? 
4 Were you confident in the system’s ability to find useful 

information on this topic? 
5 Was it easy to mark up useful snippets using this system? 

6* Did you find the query-vs-profile weight adjustment helpful in 
finding useful information? 

7* Was displaying the terms in your task model helpful to you? 
8* Did you find the inclusion of passages with terms from your task 

model helpful in finding useful information? 
9* Did you find the highlighting of terms from your task model in 

the passages helpful? 
10 Overall, did you have a positive experience with this system? 

6. USER SUBJECTIVE ANALYSIS 
Following each search task, subjects were given a post-
questionnaire (Table 8) to assess their satisfaction with the version 
of TaskSieve used to complete the assigned task.   Using a 5-point 
Likert scale, subjects were asked to rate their level of agreement 
(1=Not at All; 5 = Extremely) regarding their familiarity with the 
assigned task topic (Question 1); the sufficiency of news provided 
(Question 2); usefulness of the document summaries (i.e. 
surrogates) in the search results (Question 3); their ability to find 
useful passages (i.e. snippets) (Question 4), the system’s ease of use 
(Question 5), and overall satisfaction with the system (final 
question.)  For the experimental system only, subjects were asked to 
rate the utility of the features related to the task model – query-
profile weighting adjustment, task model visualization, task-model 
based snippets, and highlighting of task model terms in snippets.  

Chi-square tests were performed on the questionnaire data to 
determine significant differences in subject responses by system and 
by topic.  Table 9 shows the mean post-questionnaire responses by 
system. There were no significant differences in any of the users’ 
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subjective ratings of the baseline and experimental systems across 
all topics, nor were there any significant differences in the users’ 
subjective ratings among topics across both systems. Although the 
average overall satisfaction is slightly higher for the experimental 
System, this difference is not significant either. Thus the evidence 
does not support our hypothesis that users are more satisfied using 
this system over the baseline (Hypothesis 2-1) At the same time the 
lack of significant difference is a result that speaks in favor of the 
experimental System. TaskSieve extended the traditional search 
interface with several innovative features. These features 
significantly improved user and system performance, yet they 
inevitably made system interface more busy and complicated. 
Despite that, the user self-evaluation of confidence, ease of use, and 
satisfaction, has not dropped: the users were as comfortable with the 
more complicated and powerful system as with a traditional search 
interface.  

Still we hoped for more expecting that the empowered users will be 
more satisfied with the experimental system. What may have 
tempered the subjects’ satisfaction? In exit interviews, half of the 
subjects remarked that despite changing their query, the same 
document(s) seemed to appear at the top of the ranked result lists for 
the 50-50 query-profile weighting option. Our tasks instructed 
subjects to find and collect useful snippets of text, implying that 
their notes contain both relevant and novel information. Because 
TaskSieve does not consider the novelty of information, subjects 
often were presented with highly relevant but redundant documents 
at the top of the ranked result lists.  Furthermore, the TDT4 corpus 
includes numerous articles containing passages of text repeated 
from previous articles, contributing to this redundancy. 

Table 9 Mean post-search questionnaire responses by system. (* 
Experimental System ONLY) 

Question Baseline Experimental
Sufficiency of News 3.94 3.81 
Usefulness of Document Surrogates 3.69 3.63 
Ability to Find Useful Snippets 3.63 3.56 
Ease of Use  3.94 4.25 
Query-Profile Weighting * - 3.38 
Task Model Visualization * - 3.00 
Task Model Based Snippets * - 3.50 
Highlighting - Task Model Terms * - 3.44 
Overall Satisfaction 3.81 3.88 

Regarding other hypotheses at the subjective level, most subjects in 
the exit interviews said they found the ability to view the task model 
more useful than the overall neutral rating from the questionnaires 
would indicate, thus providing support for Hypothesis 2-3. Those 
favoring the task model visualization said it either helped them 
discover new terms relevant to the task, or it helped them better 
understand how the experimental system constructed the task 
model. In support of Hypothesis 2-4, most subjects also found the 
highlighting of terms from the task model and/or query helpful in 
the early stages of a search task, but less so toward the end. All 
terms from the task model were highlighted in the document 
surrogates, which became problematic as a user’s task model grew 
in size. Subjects suggested limiting the highlighting to only the n-
highest weighted terms from the task model, or varying the shades 
of the highlighting according to term weight. 

7. DISCUSSION AND FUTURE WORK 
In this paper, we present our efforts to create a personalized system 
called TaskSieve for task-based information exploration. Although 
personalized search has become a hot research topic, most of the 
previous projects concentrated on simple lookup searches, and 
makes personalization in explorative search an under-studied area.  
TaskSieve is unique because of its several innovative features. It 
aims to integrate users short-term interests (as queries) with their 
relative long-term task characteristics and preference (as the task 
model) to cope with the multiple iterations of the exploration of 
search space. The system also subjects the integration under the 
users control through a set of predefined combination modes, so that 
the system and the process are more flexible and transparent. As the 
second innovative feature, TaskSieve returns documents surrogates 
that are task-infused by the generation of their content and by the 
highlighting of terms within them. This gives the users more direct 
clues about the potential relevance of the documents to not only 
their queries, but also the task model. Finally, TaskSieve also 
provides on-screen visualization of the task model as the third 
innovation feature so that such information is always available to 
the users during all their searches.  
We conducted an empirical study with human subjects using 
TaskSieve for task-based exploration searches. The study 
demonstrates that TaskSieve – compared to a traditional search 
system – can utilize the information available in the task model to 
return significantly more relevant documents at the top of the ranked 
lists. The data also show that the average precision values of the 
baseline system’s ranked lists at the last 10 minutes is still lower 
than that of the experimental system’s first 10 minutes. This shows 
that the improvement obtained through task model is even higher 
than that through human users learning about the search topic and 
the retrieval system over the time.  
The study also shows that TaskSieve can help user performance, 
too. TaskSieve’s users were not only able to select notes that 
contained significantly more relevant information, they also can 
select more notes even during the first 10 minutes of the search 
session when they were still relatively unfamiliar with the search 
tasks. This demonstrates that TaskSieve significantly improved the 
productivity of the users’ searches.   
The flexibility in controlling the integration mode between queries 
and the task model also demonstrates its usefulness. First, we 
observed subjects switching among the different modes in their 
searches. Second, the searches with the half-half mode produced the 
best results. Third, the searches in query-only mode produced better 
results than the baseline, which indicates that the users really 
mastered the preset manipulations and used the appropriate mode 
for different searches. Finally, it is clear that none of the modes 
significantly dominates all the searches. All of these indicate that it 
really makes sense for TaskSieve to let users decide the best mode 
for their searches.   
However, our study did reveal some limitations to the current 
version of TaskSieve. The most salient one is lacking of novelty 
detection to remove redundancy in results. The search tasks require 
users to interact with the system multiple times, and their goals are 
to collect relevant and novel information. Therefore, the inability to 
identify and remove redundant information in the results was shown 
to affect system and user performance, as well as users’ subjective 
views of the system.  
Our future work, therefore, will be in the direction of introducing 
novelty into the system. We also plan to implement more flexible 
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integration modes for combining queries and the task model, and to 
design a more intuitive interface for enhanced searching and user 
control. 
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