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Licklider’s Vision

“Lick had this concept — all of the stuii
inked tegether threlgheut thewerd, that
YOU can Use a remoie computer, get data
fremi a remote computer, or Use:lels of
COomputers in your jol”

Larry Rolbersts — Principal ArChitect oif the
ARPANET:



The e-Science Vision

& e-Sclence Is about multidisciplinary science and
the technoelegies to support such distributed,
collalborative scientific researeh
> Viany areas ol SCIenCErare eV BEIREeVERVIEIIEd

Py 2 eata deltger e new ngiElele P EVICES;
Sensor Networks, satellite stneysess

> Areas sueh as hieniermalics, genemICs; il eEsial;
EngINEeErng and healthcare reguirercelli2ierauen
petween different demain expets

> ‘e-Sclence’ Is a shorthand for a set of
technologies to support collaberative networkea
science
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Data Workbench
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Data Workbench

"' Data Workbench =i
. Fle Edt Vew Project Debug Dagram Data Tools Window Help
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Rendering et |7 Distributed

[+ NEPTUNE Seafloor  (complete) ]
1+ IRIS Earthquake  (complete) C t t
I+ MOAA Ocean Surf... (complete’ Om pu a Ion
I+ Motion Detection
Metwork priority: Medium
5 CPUS participating
Mame type [fsec
QCEAML Win 0.523
Fred's Desktop Win 0,504
MBAKER-2 'Win  0.477
QOCEANZ Win 0.474
JIOHMSOMN-1 Win 0.474

Metwork priority: High
1 CPU participating
Name type MB/s
CoScl Supercl, HP-LE 3.5

I+ Seismic Carrelations (complete)

soasbee dkoxe,  Sypport via

[+ Calibration {complete)

Web Services



Research

| ‘A Contoso Virtual Sclence Library - Microsoft Internet Explorer

Searching &
”_Visualization

G, Oberleitres

L
Doreex Facilisis risus id enim

Loresm ipsum daet sik armet ronum. . .

= J

A sectional comparison of seismic activity as associated with - 1
published January 20, 2006 IEE1 RSS enabled

Keywords: Oceanography, Seismology, Exploratory Science D ocumen tS
Review: 4.5 of 5 ‘ﬁi"ﬁ?.{?{?i Influence: 2.5 of 5 @@)é

Numeric or tabular data:
Seafloor temperature

T —— -
Semk oy Reputation
Abstract: Sed fringilla. Cras suscipit. Vivam

Porttitor, nunc luctus consectetuer rutrum, orc & I nfl u e n Ce

Feugiat tortor. Sed aliquam, purus quis lacinia |
id diam. Vestibulum risus, Cras felis nunc, consi




Cybennirastructure

¢ Cyberinfrastructure and e-Infrastructure

> Inrtherds, Eurepe and Asia there isia commoen
VISIGRNGK the' Cykennirastrtciures requireaio
SUppeNI e e=SCIeRce revellen

> SEet ofi Middieware SEWVICES SUPReIieE CRiep Gifgh
Pandwidin acadeEmicC rESearChiEM RIS

> Soeiltware; hardware and enganiZzaleHsHorSHPReHIEE
Sclence

¢ Similar to vision ofi the Grid as a Set 6ff SErVICES
that allows scientists — and industry — 1@
routinely set up Virtual Organizations: fier their
research — or business
> The ‘Microsoft Grid’ vision Is as muchiabout

Integrating aneimanaging daie 2ne RieHaneR a9
about computercycles




fechnical Computing at Micresojit

¢ Advanced Computing for Science and
Engineenng

> Applicauen el new: algerims; teelsians
IECHNPIeYIES G SCIERUIIC aNEENEINEERRE
PrekBIEMS

¢ High Performance Computing

> Application of high perermiance: Clisiersiana
database techinelogies terindustiairand
scientific applications

¢ Radical Computing

> Research infpeientialfbreakinreual
technoelogies



Eighting HIV with Camputer Science
Nebojsa Jejic and David  Heckerman

¢ A major problem: Over 40 million infected

> Drug treatments; are: effiectivenuiareran
expensive ie cemmitnent

¢ \Vaccine needed for third world coURtries
> Effective vaccine could eradicate disease

¢ Methods from computer science are
helping with the design ofi vaccine

> Machine learing: Einding kielogical paitefiis
that may stimulate the immune. systemito gt
the HIV virtus

> Optimizationfmetheds: Compressing these
patterns into arsmiall, effiective Vaceine



PDeveloped Set ofi Specialist Teols

4
4

® ¢ 6 O ¢ N

Chremategram deconvolution

Pathway: analy/sis/association/causal
models

Clustering/Trees (phylo, hapleypes eic.)
Protein binding and fiolding

Sequence diversity models (epitomes)
Image analysis/classification

Evolution medeling and inference
Epitope prediction



HIV: The diabolical virus

he train-and-killfmechanism doesn’t
woerk for HIV — the virus adapts
through rapid mutatien. AS SEO0R as
the killer cells get the upper hand, the
epitopes start changing.

Strategy:

¢ Find peptides or epitopes that eccur
commonly across a *population” of
HIV viruses

¢ Compact the known or potential
Immune targets into a small vaccine




InternationalfVitual Onservatory: =

IRAS 251

& Data has no commercial value Q
> NG PHVACY CONCEINS

> Can freely shiare resulis with: ethers A
- Greatiprexpenmentnoiwitralgetiisie=s-<z; .
¢ Data s real and welllfdecumented DSS Optica
> High=dimensionealidata /' -
> Spatial data IRAS 1001
> Temporal data P *
¢ Data from many: different i
; ; WENSS 92cn
Instruments,, places and times k
> Federation is a key goeal Nvgs'z!_,m
> There Is a lot of data (petabyies) ;iwff
ﬁ >

With thanks to Jim Gray i e
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Sloan Dhigital Sky Survey [ SkyServer
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Teidh




Sky/@ueny: (hitps//skygueny.net)

Distributed Query teol using a set ofi Web Services

Eederates many: astrenemy. archives frem
Pasadena, Chicage, Baltimore, Cambidge UK

¢ Grown frem 4 to 15 archives,beceming

¢ o

International standard - U

WebService ‘Poster Child’
Allews gueries like:

4

2

SELECT o.objld, o.r, o.type, t.objld
FROM SDSS:PhotoPrimary o,
TWOMASS:PhotoPrimary t

WHERE XMATCH(0,t)<3.5
AND AREA(181.3,-0.76,6.5)
AND o.type=3 and (o.l - t.m jJ)>2

=



http://skyquery.net/

® . @

IVO: AnrAstrenemy. Data Gria

\Working te buildiwerld-wide telescope y Toora
> All astronomy. data and literatuire ” ®
> online and croess indexed = = o= 2
> IepIS ieranalyze p— o

Built SkyServer.SDSS.org

Built Analysis system

> MyDB

> (CasJohs (batch joh)
OpenSkyQuery

Federation ofi —20 observatories.
Results:

> It works and'IsiUSed every day

> Spatial extensionsiini SOL 2005

> A good example off DaterGrnd

> A good example ofi Wel Sernvices




HPC: Top 500 Trends

Systems

Customer Segment / Systems

B Others
B Vendor
Classified
. Academic
Research
B Industry

NUMAlink

| Fast Ethernet
Fireplane
Ethernet
HNUMAflex
Quadrics

B Gigabit Ethernet

B Cray Interconnect
Myrinet

| SPSwitch

Crossbar

I NA

Architectures / Systems

N\
o
|

SIMD

Single Proces sor
Cluster
Constellations
SMP

PP

Others
IBM3090
Maspar
Convex
TMC CM2
AR
KSR
Hitachy SRE000
Hitachi
Mec
Fujitsu
Alpha
Cray

HP
Sparc

~ MIPS



http://hpcweb/CCE Logo%27s/Image Library/Forms/DispForm.aspx?ID=10
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HPC: Market

2004 Systems

Capability,
Enterprise
$1IM+

Divisional
$250K-$1M

Departmental
$50-250K

Workgroup




Continuing Irend Trewards
Decentralized, Networked

Res O u rC eS Grids of personal &
- departmental clusters

Personal workstations & =~
R

~ departmental servers

/

Mainframes




Microseit Strategy for HPC

» REdlUCEe PAMIENS) 10 adoplion: for HPE ClUSters
> Easy to deploey, manage and use

& Provide applicationrstppeiineyisiPe
Verticals

> Engagement with the top HPC ISVSs
¢ L everage a breadii ol stanoare ioels
» Web Services, SOL, Sharepoint, Infopathi, Excel

¢ High Volume: Market
> Enable broad HPC adeption



Today's CPU Architecture

Heat becoming an unmanageable problem
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Nuclear Reactoy:
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Intel Developer Forum, Spring 2004 - Pat Gelsinger




Radicall Computing

¢ The end of Moore’s Law as we know It

> Number of transistors onia chip will
continue to Increase

> No significant increase In cleck speed

¢ EUttre of silicon chips

> “100’s of cores on a chip in 2015"
(Justin Rattner, Intel)

> “4 cores’/[Tflop => 25 Tflops/chip

¢ Challenge:for Nrinadustiyane
Computer Seience commuiniby

> Can we make parallel computlng on achip
easier than message-passing?



Service-Orientation for
pUNding Distriiouted Sy sStems

Administrative
domain

Service

Service
Service
Service

networ
Service
Service




Tihe Weh Senvices ‘Magic Bullet’

Company A

Open Source
(OMII)

Company C

(.Net)



Convergence in Web Services
SyStems Vianagemeni

¢ Diiferent appreaches lead to confiusion
and uncertainty.

> WS=DVI and WSEVanaeemen
> WS-RE and'\WS-liransier
> WS-Notification; and WS-EVening

¢ Microsoit, IBM, HP, and Intel agreed 1o a
convergence roadmap

> No specific imeline Vet announcea



e Web Services Ecosystem

Specifications that have/will enter a standardisation process
but are not stable and are still experimental

stable
o profile
o
Standards that have
Specifications that are emerging broad industry support
from standardisation process and multiple interoperable

and are recognised as being ‘useful’ Implementations



Web Services and the Grid

A Complicatea Story:
¢ Basic Weh Senvice specifications
> WS- (SOAR, WSIDLE) lieni 2004 eRwands
¢ Web Sernvice Grids
> G-WSDL and ©GS| (2004 =200:3)
> WS-RE, WS-Nifand WS:=DIVINZ2004=7)
> Lesson:

Build Web Senwice. Grids increnenially: enly,
oni stable, mature: and Widely-acecepiecd WS
foundations



Grids e Virtuall Organizations
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Glds fer Virtal Organizations

Application domain-specific

services

Virtual Organizations

Web Services technologies




Premise: The Grid and Web
communities could soon deliver

SeMmE Useliul specifications fioxr
Wehr Service Grids

¢ By focusing en simple Grid senvices built on
accepted Wel Senvices we can reach
agreement quickly.

¢ Look at three key areas for Grds for Virtual
Organizations

> Security
> HPC Services
> Data Services



¢

Virtbialr Organization Securiity,

Not yet reutine and seamless: many.
technelogies and standards exist In the
Secunty space

Intereperanility’ enly Worksiiprepesed
solutions arne widely accepted by o
Industry’ and academia

Larger preblemthan just for the GGE
community.

IT industry: willl provide high guality, well
documented tooling and Services to
construct secure Virtual Organizations



The OGSA HPC Profile

¢ Defines a minimalist base interface plus
optional extensions

> Simallfsasenieriace: enanesisimpleNnierepeaIIibY
Widelyand quickly,

> Commen USe CASEeS CoVered 1oy EXIEnsIDRs
> Extension model enables prncipled
ExXpernmentation and evoelulien
¢ Defines minimal set off composanle,
extensible senvices
> Job Submissien
> Data Staging



An OGSA Data Profile?

GUIdIRGRHRCIPIES!

& Keep profile as simple as possikle
> Example off Amazon Ss

¢ DAIS Working Group: Specificatiens
» WS-DA
> WS-DAIR and WS-DAIX

¢ Build on only widely accepted Welh
Services

> WS-t




New' Selience Paradignms

¢ lheusana years ago:
Experimental Science
- description of natural phenemena
¢ Lastiewhunered years:

Theoretical Science
- Newton’s Laws, Maxwell’s Equations ...

¢ |Lastfew decades:

Computational’ Science
- sSimulation of complex phenemena

¢ Today:

e-Science or Data-centric Science

- unify theory, experiment, and simulation

- Using data exploration and data mining K
~ Data captured by instruments &
> Data generated by simulations
>
>

Processed by software
Scientist analyzes databases/iiles

(With thanks to Jim Gray)


http://es.rice.edu/ES/humsoc/Galileo/Images/Astro/Instruments/hevelius_telescope.gif

Key Data Issues for e-Science

¢ Networks
> LLambda technoelogy.

¢ The Data Life Cycle
> Erom Acquisition to Preservation

¢ Scholarly Communicaten
> Open Access to Data and Publications



An International
e-Infrastructure

Manchester Q

Oxford

US TeraGrid Starlight (Chicago)

Netherlight
(Amsterdam)

. o
R ey

UKLight

AHM 2004

‘ Local laptops
All sites connected by and Manchester

production network (not vncserver e &
all shown) -

@ Computation Steering clients
Network PoP Service Registry



¢ ¢ ¢- ¢ ¢ @

The Problem for the e-Scientist

i

Data ingest *

Managing a petabyite

Common schema ®
*

How to organize it?
How to reorganize It?

How to coexist & coeperate with
others?

Data Queny and Visualization
tools

Support/training

Performance
> Execute queries in a minute
» Batch (big) guery scheduling



The e-Science Data Life Cycle

¢ ¢ ¢ ¢ ¢

Data Acquisition
Data Ingest
Metadata
Annotation
Provenance

® ¢ 0o ¢ O

Data Sterage
Data Cleansing
DataVining
Curation
Presenvation



Scholady Communication

¢ Glebal Vievement towards permitiing ©pen
ACeEess e scholanly publicatiens

> Libraries can no longer aifiord publisher
sulbscriptions

> Principle that results ofi publicly funded research
shieuld be available te all

> First World/Third World issue

¢ Open Archive Initiative (OAl)

> Creation of ‘Subject Repositories’ such as; arXiv for
physics, astronomy and computer science, and
PubMedCentral for Bie-Medical area

> Global network of ‘Institutional’ Repoesiteries’ heing
established using software such as MIT’'s DSpace,
Southampton’s EPrints and others



NSE “‘Atkins” Report on
Cyhennirastructure

the primany aceess to the latest findings
N & grewing number of fields Is threugh
the Web, then threugh classic preprnts
and conferences, and lastly: threugh
iefereed archival papers:

‘archives  containing  hundreds:  of
thousands of terabytes of data will be
affordable and necessary for archiving
scientific and engineenng Infernmatioen:



The Service Revolution
¢ Web 2.0

> Soclal Retwerks, tagging fershanng .0k
=ik, IDellicie.us; MySpace, ...

» Wikis, Blogs, RSS ...

¢ Software delivered as a senvice

> LIve services

> Microsoft Office Live
> XboxLive
> AcademicLive

> Mashups

> Craigslist + GeogleMap
> http://mashupcamp.com



An e-Sclence Mashup

Combine
services to give
added value




The Semantic Grid

¢ In 2001, De Roure, Jennings and Shadbolt
Introduced the netion of the Semantic Grid

> Advoecatied e application eff SEmanic\Veln
IEchnplegies heiiren andInfnerEHd:

¢ Argued that users new required
Intereperability across time asWellfas Space

> Would allew hethranticipatied anettinapicipaies
rleuse of senvices, Infermationrand kneWedee

> In 2005, experience with UK e-Science
Projects led them, te. enumerate
requirements for a Semantic Grid



The Semantic Grid and Web Science

¢ De Roeure, Jennings and Shadbolt
identified 5 key technolegies for building
a Semantic Grd:

> 1) Webh Services

> 2) Seliwvare Agents

> S Vletadata

> 4) Oniclegies andiReasening
> 5) Semantic\Wen Senvices

> Web and Glid communities coming
together In a common: vision for high
level semantic services, connecting
distributed data reseurces



SUmmany

MiCreseitWISHES 1o Work With the \Wel, Glid
and HPE communies:
> 10 Utilize epen| standards and develep interoperanie

high-level services, work flows, teelsiand data
Senvices

> o accelerate progress in a small numioer of
socletally important scientific applications

> to assist In the development of Intereperable
repositories and new models of scholarly puklishing

> to explore radicallnew: directions In computing| anad
ways and applications to' exploit en-ehip parallielism
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