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1. INTRODUCTION
The aim of web pages visualization is to present in a very infor-

mative and interactive way a set of web documents to the user in
order to let him or her navigate through these documents. In the
web context, this may correspond to several user’s tasks: display-
ing the results of a search engine, or visualizing a graph of pages
such as a hypertext or a surf map. In addition to web pages visu-
alization, web pages clustering also greatly improves the amount
of information presented to the user by highlighting the similarities
between the documents [6]. In this paper we explore the use of a
cellular automata (CA) to generate such maps of web pages.

Categories and Subject Descriptors: H.3.3 [Information Search
and Retrieval]: Clustering

General Terms: Algorithms.

Keywords: Web pages, visualization, unsupervised clustering, cel-
lular automata.

2. A CA MODEL FOR DOCUMENTS
VISUAL CLUSTERING

In the following, then documents (or data) to be clustered are
denoted byd1, ..., dn andSim(i, j) ∈ [0, 1] denotes the similarity
between two documentsdi anddj . We have considered a 2D CA
where theNCell cells are structured on a squared grid.

The set of possible cells states is equal toS = {empty, d1, ..., dn}.
In other words, each cell will be either empty or may contain one
(and only one) document or data. At each simulation step, the
states of cells will be possibly modified according to local tran-
sition rules which will aim at letting similar states (documents) ap-
pear at close locations on the grid. The size of the grid has been
empirically determined as in [3] and is computed with the function
N = E(

√
3n)+1. This size is supposed to give enough space (N2

cells butn data only) to the spatial organization of the clusters. The
size of the neighbourhoodV (cij) is the edgev of the square cen-
tered on each cell and is empirically determined by the following
formula: v = E(N/10) + 1. In our algorithm: a cell is isolated
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if its immediate(v = 1) neighbourhood contains less than3 non
empty cells. We have decided to obtain non overlapping clusters:
thus a statedi may appear in only one cell at a time. Therefore, we
use a list of states denoted by L which represents the list of docu-
ments which do not appear on the grid and that remain to be placed.
Initially, L contains all the documents and the states of cells are all
empty.

Firstly, the local rules for an empty cellCij are:

• R1 : If Cij is isolated, Then (with probability1 − P ′ =
0.25) Cij(t + 1) ← dk, wheredk is a randomly selected
document ofL (and provided thatSimd′

k
∈V (cij)(dk, d′

k) >

Threshold(t))

• R2 : If Cij is not isolated, ThenCij(t + 1) ← dk, where
dk is either a randomly selected document ofL (with prob-
ability P = 0.032), or (with probability1 − P ) the docu-
ment ofL which is the most similar toCij neighborhood,
(and provided that, in both cases,Simd′

k
∈V (cij)(dk, d′

k) >

Threshold(t)).

For a cellCij that contains a documentdk (i.e. Cij(t) = dk),
the transition rules are the following:

• R3 : If Cij is isolated, ThenCij(t + 1) ← empty with a
probabilityP ′ = 0.75 (dk is placed back inL).

• R4 : Else ifSimd′

k
∈V (cij)(dk, d′

k) < Threshold(t), Then
Cij(t + 1)← empty anddk is placed back inL

In all other cases, the cell state remains unchanged(Cij(t+1)←
Cij(t)). The values ofP andP ′ thresholds have been obtained
experimentally.

In order to apply these rules to cells and in order to avoid con-
flicts when assigning on the grid the data of L, we have considered
that one cell will evolve at a time (sequential evolution of the CA).
A permutation of theN2 cells is randomly generated at the begin-
ning of the algorithm.

In the rules, we mention a thresholdThreshold(t) which evolves
over the simulation stepst. This threshold is initialized to the max-
imum similarity value observed in the data set, and then slowly
decreases through the run to the lowest similarity. Initially, the



Table 1: Results obtained on standard databases. CF represent the number of found clusters, PR the purity and EC the error
measure

Databases Size Real Cellular automata AHC
(# of documents) Classes EC CF PR EC CF PR

AntSearch [4] 332 4 0.35 [0.06] 4.2 [0.6] 0.59 [0.21] 0.17 6,00 0.79
CERIES [1] 259 17 0.62 [0.12] 3.6 [0.9] 0.27 [0.10] 0.36 3,00 0.29
WebAce1 [2] 185 10 0.48 [0.10] 3.8 [0.9] 0.36 [0.21] 0.28 4,00 0.27
WebAce2 [2] 2340 6 0.15 [0.07] 8.0 [0.6] 0.81 [0.27] 0.29 3,00 0.79

documents located close to each others on the grid are thus very
similar to each others, thus forming highly similar ”seeds” for the
future clusters.

3. RESULTS
We have applied our algorithm on textual databases. In this case,

the similarity measure is computed with specific algorithms (cosi-
nusandtf-idf scheme [5]).

We present in table 1 the obtained results with a comparison with
ascending hierarchical clustering. The performances from a clus-
tering point of view are encouraging.

From the grid previously generated by CA algorithm, we have
construct a ” browsable ” map: the 2D positions of the documents
are respected and the grid is converted into an HTML table. Each
cell of the table contains one document and is annotated using the
beginning of the document’s title. Then, with JavaScript com-
mands, we may add interactions to the map. Clicking on a cell
opens the corresponding document. Zooming the map is possible
directly with the browser using the mouse wheel. The resulting
map thus represents the similarities between documents, the title
of documents and the possibility to zoom and open documents.
It is possible to visually evaluate the size of clusters, and also to
perform an information retrieval task by exploring the set of docu-
ments by their content. Figure 1 present a complete map generated
from the Antsearch database. Generating the keywords is very sim-
ple (and fast) but gives a basic explanation about the clusters. The
beginnings of titles are complementary to each others and provide
a good idea of the topic a given area of the map deals with. When
one observes the titles, one may notice that these titles have many
significant keywords in common. A simple and straightforward
extension of this work would consist in extracting the keywords
commonly found in every group of 9 cells (the considered cell to
be annotated and its 8 neighboors) and to use these keywords for
annotation.

4. CONCLUSION
We have presented in this paper a new algorithm for visual clus-

tering which makes use of cellular automata. We have experimen-
tally shown that this algorithm is able to cluster in a relevant way
textual databases. The main limitations of our method is the anno-
tation of cells which is very simple, we propose to use a semantic
zooming which establishes several hierarchical levels in the map:
starting from the initial grid, one may easily group together the
cells (by groups of3× 3 cells) and thus make several levels in the
visualization. The annotations provided at an upper level could be
derived from the previous lower level. This semantic zoom would
allow the user to keep a good perception of the global context of
the map. Finally, as far as visualization is concerned, we could
represent each document using visual attributes that are more in-
formative than a colored cell: one could use for instance thumbnail

Figure 1: Example of a map generated on the Antsearch data-
bases (319 documents) with annotations

views of the documents, or other visual attributes indicating the
size, type, etc, of documents.
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