
printed by

www.postersession.com

TOPIC-ORIENTED QUERY EXPANSION FOR WEB SEARCH
Shao-Chi Wang* and Yuzuru Tanaka**

*: Yahoo Japan Corporation, Japan {swang@yahoo-corp.jp} ; **: Meme Media Laboratory, Hokkaido University {tanaka@meme.hokudai.ac.jp} 

Contributions:
(1) Introduce a topic-oriented query expansion model based on the   

Information Bottleneck theory
(2) Define a term-term similarity matrix
(3) Propose two measures, intracluster and intercluster similarities

Purposes:
x In (1), we classify terms into distinct topical clusters in order to 

find out candidate terms for the query expansion
x With (2), we are available to improve the term ambiguous 

problem
x Two measures in (3) are based on proximity between the topics 

represented by two clusters in order to evaluate the retrieval 
effectiveness

(1)Exper iment in January, 2005
Original query: “Web AND mining” ; Search Engine: Google; Term source: Anchor texts 
that link to the top 10 valid pages.

2. Topic-oriented query expansion model:

2.1 Constructing a term-term similarity matrix

Refer to [1], we redefine the term-term similarity matrix as follows: 

2.2 Establishing a topic-oriented cluster
We employ sIB (sequential Information Bottleneck)[4] to cluster the extracted terms.

2.3 Ranking terms

The variables                 and               denote the same term collection.

The work presented in this paper has been supported by the 21st Century COE (Center of 
Excellence) Program of Japan Society of the Promotion of Science (JSPS)

Term ambiguous example:
The original text mining algorithm was created by a university student named 
Taylor. In our interview, we found out that he is currently in his second year 
as an undergraduate student of the Mining Engineering Department of this 
university and has many other interests beside of programming.

Remarks:
(1) The first “mining” and the second “Mining” describe two different senses. 
(2) Co-occurrence terms are different, i.e., “algorithm” and “Engineering”.
(3)  However, in the conventional term-term similarity matrix, “mining” is counted 

twice times (Figure 1) and considered as one concept. 
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Information Bottleneck Theory [5]
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Figure1: Conventional term-term
similarity matrix

Remarks:
Term     have different senses in Term     have different senses in 
documents             and       . documents             and       . 
However, in the conventional However, in the conventional 
termterm--term similarity matrix,  we term similarity matrix,  we 
only considered     as one only considered     as one 
concept and count its numbers concept and count its numbers 
of amount in the documents     of amount in the documents     

and      . Using this type of and      . Using this type of 
similarity matrix to look for the similarity matrix to look for the 
coco--occurrence words of the occurrence words of the 
original query will lead to the original query will lead to the 
problem of term ambiguous.                  problem of term ambiguous.                  
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Figure 2. The topicFigure 2. The topic--oriented query expansion modeloriented query expansion model

Figure 4: Correlation among candidate terms, query terms, and quFigure 4: Correlation among candidate terms, query terms, and query conceptsery concepts

Example:Example: Using the conventional Using the conventional 
similarity matrixsimilarity matrix

Using our proposed Using our proposed 
similarity matrixsimilarity matrix
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INTRACLUSTER AND INTERCLUSTER SIMILARITY MEASURES:

Relate to topic 
“Web mining”

Relate to topic 
“mining institute”

Relate to topic 
“workshop”

Terms clustering by using the
conventional definition and sIB

Terms clustering by using our 
proposed definition and sIB

Note: Terms relating to “Web mining”, 
“mining institute” and “workshop” are 
divided into three different clusters. 

Note: There are three topical terms including 
in the same cluster (cluster 2). 
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(1) We proposed a topic-oriented query expansion model and employed IB in this model. 
(2) In order to treat the multiplicity of the query term meanings at the conceptual level. we 

have proposed a new definition of the term-term similarity matrix. 
(3) We have proposed intracluster and intercluster similarity measures to evaluate the 

relevance between a topic of a cluster and the retrieved documents in the cluster itself as 
well as the documents in the other clusters.
Experimental results and evaluations showed that the obtained candidate terms using the 
new definition of the term-term similarity matrix in each cluster are almost of higher 
topic relevance than the obtained ones using the old definition.

(2) Exper iment and Evaluation in August, 2005
Experiment: Original query: “Web AND mining” ; Search Engine: Google; Term 

source: 100 extended anchor texts that link to each one of the top 10 valid pages.
Evaluation: Collect the top 30 documents by using the extended query term sequences     

corresponding to each clusters. Compute intracluster and intercluster similarities    
by using equations (4)-(7).    

(1))

(2))

(3))

We expand the candidates together with original query   
to an n-dimensional vector which are postulated to 
proximity of a topic. 

C is the set of clusters, N denotes the collection of the C is the set of clusters, N denotes the collection of the 
documents that are retrieved by the new expanded query.documents that are retrieved by the new expanded query.

(4))

(5))

(6))

(7))

Experiment:
Term clustering (Old definition) Term clustering (New definition)

Evaluation:
Intracluster and intercluster
similarities (Old definition)

Intracluster and intercluster
similarities (New definition)

Improvement 79.1%↑ 36.0%↓

Average intracluster and intercluster similarities
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Figure 5: A topicFigure 5: A topic--proximity measureproximity measure


