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ABSTRACT

We present the design of DYNABOT, a guided Deep Web
discovery system. DYNABOT’s modular architecture sup-
ports focused crawling of the Deep Web with an empha-
sis on matching, probing, and ranking discovered sources
using two key components: service class descriptions and
source-biased analysis. We describe the overall architecture
of DYNABOT and discuss how these components support ef-
fective exploitation of the massive Deep Web data available.

Categories and Subject Descriptors:
H.3.3[Information Search and Retrieval]: Search pro-
cess; H.4.m[Information Systems]: Miscellaneous

General Terms: Algorithms, Design

Keywords: Deep Web, crawling, service class, probing

PROBLEM DESCRIPTION

The Deep Web provides access to huge and growing data
repositories on the Web and supports tools for searching,
manipulating, and analyzing the information contained in
those repositories. Unlike the surface Web, the Deep Web
refers to the collection of Web data that is accessible by in-
teracting with a Web-based query interface, and not through
the traversal of hyperlinks. Recent estimates suggest that
the size of the Deep Web greatly exceeds that of the surface
Web — with nearly 92,000 terabytes of data on the Deep Web
versus only 167 terabytes on the surface web[2].

Existing search engine indexers often ignore the data of-
fered by Deep Web sources owing to the technical challenges
that arise when attempting to locate, access, and index Deep
Web data. The most significant challenge is the philosoph-
ical difference between the surface and Deep Web with re-
spect to how data is stored: in the surface Web, data is
stored in document files, while in the Deep Web, data is
stored in databases or produced as the result of a com-
putation. This difference is fundamental and implies that
traditional document indexing techniques, which have been
applied with extraordinary success on the surface Web, are
inappropriate for the Deep Web.
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Standardizing to web services using technologies like XML
and SOAP has alleviated some of the heterogeneity of re-
mote invocation, but the problem of discovering relevant
sources remains. There have been a number of efforts to
alleviate the discovery problem, including the use of Deep
Web portals (like the one offered at www.profusion.com),
but these solutions rely on manually listing sites and do not
scale well. In the context of web services, registry-based
solutions like the UDDI web service registries provide stan-
dard interfaces for describing, searching, and browsing for
registered web services. But, current registries suffer from
limited adoption and are limited to searching and browsing
by metadata which limits the quality of both discovery and
service selection. In addition, registry-based discovery re-
lies on services correctly advertising themselves in a known
repository, effectively limiting the number of services that
can be discovered. Finally, the limited descriptive power in
existing registry standards implies that service analysis is
still required to ascertain a service’s capabilities.

2. DESIGN AND ARCHITECTURE

With these challenges in mind, we present DYNABOT, a
guided Deep Web discovery system. DYNABOT’s modular
architecture supports focused crawling of the Deep Web with
an emphasis on matching, probing, and ranking discovered
sources in an effort to exploit the vast amount of Deep Web
data. Figure 1 presents the overall architecture of DyYN-
ABoT. DYNABOT utilizes an advanced crawler architecture
that includes standard crawler components like a URL fron-
tier manager, network interaction modules, global storage
and associated data managers, and document processors, as
well as the pluggable DYNABOT-specific semantic analyzers,
which analyze the candidate Deep Web sources.

In this poster, we report two DYNABOT modules from
our research experience: the first uses service class descrip-
tions [3] to determine the capabilities of discovered sources
and to match Deep Web sources that belong to members of
a service class. The second is a suite of source-biased anal-
ysis techniques [1] for refined probing and ranking of Deep
Web sources with respect to a domain of interest.

2.1 Service Class Matching

The first module supports guided matching of candidate
Deep Web sources through the use of service class descrip-
tions. A service class is a set of Deep Web sources that pro-
vide similar functionality or data access. A service class de-
seription (SCD) is an abstract description of a service class
that specifies the minimum functionality that a Deep Web
source must export to be classified as a member of the service
class. An SCD is modeled as a triple: SCD =< 7,G,P >,
where 7 denotes a set of type definitions, G denotes a control
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Figure 1: DynaBot System Architecture

flow graph, and P denotes a set of probing templates. The
SCD is initially composed by a user or service developer and
can be further revised via automated learning algorithms
embedded in the DYNABOT matching process.

Types are used to describe the input and output param-
eters of a service class and any data elements that may be
required during the course of interacting with a service. The
DyNABOT service discovery system includes a type system
that is modeled after the XML Schema type system with
constructs for building atomic and complex types.

Due to the complexity of current sources, we model the
underlying control flow of the source with a control flow
graph. For many Deep Web sources, a query may have mul-
tiple response types depending on a number of factors. For
example, a query that results in a Normal response under
regular load conditions may result in a completely differ-
ent Unavailable or Wait 30 Seconds response depending
on the server and data availability. By defining a control
flow graph to capture these different scenarios, we guide the
choice of semantic analyzer for use on each response.

The third component of the service class description is the
set of probing templates P, each of which contains a set of
input arguments and an expected response type that can be
used to match a candidate service against the service class
description and determine if it is an instance of the service
class. The template may include hints to supply clues to the
service classifier that help select the most appropriate input
parameters to match an argument.

2.2 Source-Biased Analysis

The second DYNABOT module supports refined probing
and ranking of Deep Web sources with respect to a domain
of interest. This second module consists of two sub-modules:
source-biased probing and source-biased relevance ranking.

Given a Deep Web site — the source — the source-biased
probing technique leverages the summary information of the
source to generate a series of biased probes for analyzing an-
other Deep Web site — the target. This source-biased prob-
ing allows us to determine in very few interactions whether
a target site is relevant to the source by probing the target
with focused probes. Concretely, the source-biased probing
algorithm generates a source-biased summary for a target
as follows: It uses the estimated summary of the source
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o, denoted by ESUMMARY(0), as a dictionary of candidate
probe terms and sends a series of query requests parameter-
ized by probe terms, selected from ESUMMARY (o), to the
target service 7; for each probe term, it retrieves the top
m matched documents from 7, generates summary terms
and updates ESUMMARY (7). This process repeats until a
stopping condition is met.

Given a source and a target service, we may evaluate the
source-biased relevance of a target Deep Web site with re-
spect to the source. We define focusq(7) to be a measure of
the topical focus of the target 7 with respect to the source of
bias 0. The focus metric ranges from 0 to 1, with lower val-
ues indicating less focus and higher values indicating more
focus. Once a set of target sites have been evaluated with
the source-biased relevance metric, we can then rank the
target Deep Web sites with respect to the source of bias to
identify the most relevant services to the source of bias.

3. CLOSING REMARKS

DYNABOT is designed as a foundation for developing a
guided Deep Web discovery system, powered by two novel
service discovery modules: the service class description match-
ing module and the source-biased analysis module for prob-
ing and ranking. Our research on DYNABOT continues along
several directions. First we will continue enhancing the ca-
pability and efficiency of these two modules and incorporat-
ing additional semantic analyzers for enhanced Deep Web
discovery. We are also interested in iterative learning and
efficient extraction of data quality information, managing
data provenance, and incorporating dynamic adaptations
into the service discovery and ranking process.
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