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ABSTRACT 
Based on the type of collaborative objects, a collaborative 
filtering (CF) system falls into one of two categories: item-based 
CF and user-based CF. Clustering is the basic idea in both cases, 
where users or items are classified into user groups where users 
share similar preference or item groups where items have similar 
attributes or characteristics. Observing the fact that in user-based 
CF each user community is characterized by a Gaussian 
distribution on the ratings for each item and the fact that in item-
based CF the ratings of each user in item community satisfy a 
Gaussian distribution, we propose a method of probabilistic 
model estimation for CF, where objects (user or items) are 
classified into groups based on the content information and 
ratings at the same time and predictions are made considering the 
Gaussian distribution of ratings. Experiments on a real-world data 
set illustrate that our approach is favorable. 

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval –information filtering.  

General Terms 
Algorithms, Experimentation. 
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Information filtering, Probabilistic model, Collaborative filtering 

1. INTRODUCTION 
Collaborative filtering (CF) refers to the technique wherein peer 
opinions are employed to predict the interests of others. A target 
user is matched against the database to discover neighbors, which 
are other users who have similar historical tastes. Items that 
neighbors like are then recommended to the target user. Sarwar [1] 
extended the concept to items, where a target item is matched 
against the database to discover similar items which share similar 
ratings from users and proved that item-based CF is better than 
user-based CF on precision and computation complexity. 
However, in order to capture accurate similarities among items or 
users, both have to face the three challenges: non-association, user 
bias and cold start problem [3].  

In our previous work, we proposed a clustering method to 
integrate the content information into the collaborative filtering 
framework to alleviate those challenges [3]. Traditional CF 
methods make recommendation only based on the historical user 
ratings; more specifically, they calculate user similarities based 
on user ratings to find out neighbors. Our previous method 
extended the user rating matrix by adding a group rating matrix 
which is obtained from content information, as shown in Table 1. 
With the information from content, this method alleviates the 

three challenges and results in a good recommendation 
performance.  

Observing the fact that in user-based CF each user community 
where users share similar preferences is characterized by a 
Gaussian distribution on the ratings for each item, we propose a 
probabilistic model to predict the user rating in this paper. The 
similar observation can be obtained item-based CF. Therefore, our 
approach is realized with two models: user-based and item-based 
probabilistic model. When computing the similarities of user to 
build a community, we are not only based on ratings but also on 
the content information of users or items.  

  
Table 1.  Example for item-based case 

User rating matrix Group rating matrix 
item

user 1 2 3 4      Group 
user G 1 G 2

1 5 1 1 98% 4%
2 4 2 95% 5%
3     

 

3 15% 96
%

2. PROBABILISTIC MODEL  
The domains we consider consists of a set of users 1{ ,... }nU u u= , 
and  a set of items 1{ ,... }mY y y=  and a set of possible rating 

1{ ,... }kV v v= . In CF , we are interested in the condition probability 
( | , )P v u y  that user u  will rate item y with rating v . If rating v  

possesses a numerical scale, then it is appropriate to define the 
deterministic prediction function ( , )g u y which indicates the user 
u ’s rating on item y ,  as 

( , ) ( | , )
v

g u y vp v u y dv= ∫  

where ( | , )p v u y  denotes a probability mass function (discrete case) 
or a conditional probability density function (continuous case) 
dependent on the context.  As for user-based model, we introduce 
a variable z  which can be treated as the interest group of users or 
user community. Therefore, ( | , )p v u y  can be calculated as  

( | , ) ( | ) ( | , )
z

p v u y p z u p v z y=∑  

Since users in the same community share similar preferences for 
items, most of user ratings on a certain item will fall into the same 
rating range. We assume that the ratings for a certain item y made 
by users in community z  satisfy a Gaussian distribution: 

2

2

1 ( )( | , ) ( ; , ) exp[ ]
22

vp v z y p v µµ σ
σπσ
−

= = −  

Therefore, the deterministic prediction function ( , )g u y that 
predicts the user u ’s rating on item y can be computed as: 

,

( , ) ( | , ) ( | ) ( | , )

( | ) ( | , ) ( | )

zv v

y z
z zv

g u y vp v u y dv p z u p v z y vdv

p z u p v z y vdv p z u µ

= =

= =

∑∫ ∫
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The user u ’s rating on item y can be regarded as the sum of the 
product of ,y zµ (the average rating on a certain item y  in a user 
community z ) and the posteriori probability ( | )p z u  which 
dependents on the relationship between user u  and user 
community z represented by ( | )p u z : 

1
1

11
1 11

| |( , )
| | ( , ) | |( | ) ( )( | ) | |( | ) ( ) ( , ) | |( , )

| |

z
u z

u u z z
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u
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where uV denotes the rating vector of user u , zV  denotes the 
centre vector of variable z , ,z uC C  are the set of community z and 
all users respectively, (.)ED′  is the function of adjusted Euclidean 
distance and is applied to measure the relationship of user u  and  
user community z .  ( )p z  is computed as the ratio of users falling 
into the community z over all users. We assume that the 
relationship between user u  and user community z  is determined 
by the Euclidean distance. A shorter distance represents a close 
relationship. We found it helpful to adjust the Euclidean distance 
of two users based on the number of items in common: 

max( , )
( , ) ( , )u z

u z u z

V V
ED V V ED V V

β
β

′ =
I                         

where (.)ED  denotes the Euclidean distance function, and u zV VI  
denotes the number of items in common.                                

The model introduced above groups users into similar 
interesting communities and makes recommendation based on the 
relationship of users. An alternate approach is to classify items 
into similar item communities and predict by the relationships of 
items. In this item-based probabilistic model, we also introduce a 
variable z , which refers to the similar group of items instead of 
user community in user-based case.  

As we can see, how to construct the user or item community z  
in both models is a key point. In both models, we create the 
community z  by a K-means clustering algorithm based on both 
user ratings and content information extracted from user profiles 
or item attributes. From our previous work [2], content 
information extracted from user profiles or item attributes 
contribute to alleviate the three challenges aforementioned. Thus, 
it helps us capture more accurate similarities between users or 
items. Subsequently, we can build more accurate communities to 
put similar users or items into groups. We adopted our previous 
approach [3] to create a group rating matrix based on content 
information for similarity computation, as shown in Table 1.  

3. EXPERIMENTAL EVALUATION 
We carried out experiments based on the EachMovie data. There 
are 1,623 movies (items) in this data set and 61,265 users with a 
total of over 2.8 million ratings. This data set is to our knowledge 
the largest publicly available data set for collaborative filtering 

testing. MAE (mean absolute error) and Score for Ranked List [4] 
are evaluation metrics.  

Comparison: We have implemented a baseline method to 
evaluate the achieved results where users are randomly grouped 
into classes. In addition, we have implemented a standard 
memory-based CF method - Simple Pearson method [4]. Our 
previous method [3] realized in user-based case called UCHM 
and in item-based case called ICHM is also presented as a 
comparison. As shown in Table 2, our approach realized in user-
based probability model (UPM) and item-based probability model 
(IPM) show a better performance than others. 

Table 2. Comparison 

Method Rank 
Scoring

Rel. 
improv. 

MAE Rel. 
improv.

Baseline 13.46 0 1.472 0
User-based Pearson 20.46 52% 1.03 30%
Item-based Pearson 21.50 59.7% 0.984 33.15%

UCHM 21.10 56.76% 0.99 32.74%
ICHM 22.78 69.24% 0.974 33.83%
UPM 23.16 72.1% 0.952 35.33%
IPM 23.56 75% 0.946 35.73%

4. Future Work 
Our current work only focuses on the numerical ratings, however, 
binary ratings is widely used on the internet and studied by many 
researchers [5]. We will extend our approach to the binary ratings 
based on the Bernoulli or Poisson models, which are more 
accurate than Gaussian model for binary data. 
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