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ABSTRACT
Term weighting scheme, which has been used to convert the
documents as vectors in the term space, is a vital step in
automatic text categorization. In this paper, we conducted
comprehensive experiments to compare various term weight-
ing schemes with SVM on two widely-used benchmark data
sets. We also presented a new term weighting scheme tf.rf
to improve the term’s discriminating power. The controlled
experimental results showed that this newly proposed tf.rf
scheme is significantly better than other widely-used term
weighting schemes. Compared with schemes related with tf
factor alone, the idf factor does not improve or even decrease
the term’s discriminating power for text categorization.

Categories and Subject Descriptors
I.7 [Document and Text Processing]: Document Prepa-
ration

General Terms
Performance
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1. INTRODUCTION
Text categorization, the task of automatically assigning

unlabelled documents into predefined categories, has been
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widely studied in the recent decades. Many researchers have
studied text categorization based on different term weight-
ing schemes and different kernel functions of SVMs [3] [4] [1].
In [1], the authors pointed out that it is the text representa-
tion schemes which dominate the performance of text cate-
gorization rather than the kernel functions of SVM. That is,
choosing an appropriate term weighting scheme is more im-
portant than choosing and tuning kernel functions of SVM
for text categorization.

However, even given these previous studies, we could not
definitely draw a conclusion as to which term weighting
scheme is better than others for SVM-based text catego-
rization, because we know that comparisons are reliable only
when based on experiments performed by the same author
under carefully controlled conditions.

For this purpose, our study focused on the comparison
of various term weighting schemes only. Specifically, our
benchmark adopted the linear SVM algorithm and we used
McNemar’s significance tests [2] to validate if there is signif-
icant difference between two term weighting schemes.

2. TERM WEIGHTING SCHEMES
We adopted a tabular representation similar to that one

in [5] and compared the following ten term weighting schemes
listed in Table 1. Most of these term weighting schemes have
been widely used in information retrieval and text catego-
rization and/or have shown good performance in practice.
Noted that other weighting schemes may exist, but these ten
term weighting schemes were chosen due to their reported
superior classification results or their typical representation
when using support vector machines. For example, ITF
representation proposed by [1] is included because the exper-
imental results show that when combined with linear kernel
of SVM it needs the minimum of support vectors (i.e. best
generalization).

From this table, we can find that the first four term weight-
ing schemes are different variants of tf factor. Then the next
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Table 1: Summary of term weighting schemes

NAME DESCRIPTION
binary binary feature representation (1 for pres-

ence and 0 for absence)
tf tf only

logtf log(1 + tf)
ITF 1 − 1/(1 + tf)
idf idf alone (idf = log(N/ni))

tf.idf classic tf.idf
logtf.idf log(1 + tf).idf

tf.idf -prob probabilistic idf , actually is the approxi-
mate tf.term relevance [5]

tf.chi tf.χ2

tf.rf tf.relevance frequency is our new weighting
scheme (rf=log(1 + ni/ni−))

four schemes are different variants of tf.idf . The tf.chi
scheme is a typical representation which combines tf fac-
tor with one feature selection metric (here is χ2). The last
weighting representation is our newly presented scheme in
order to improve the term’s discriminating power for text
categorization.

3. COMPARATIVE EXPERIMENTS

3.1 Benchmark Methodology
To compare the performance between two term weighting

schemes, we employed the McNemar’s significance tests [2]
based on the micro-averaged precision/recall break-even point,
which is defined as the value where recall equals to precision.

The first data collection we used is from the top 10 largest
categories of the Reuters-21578 corpus. One noticeable issue
of Reuters corpus is the skewed category distribution prob-
lem. For the second data collection, we randomly selected
300 samples per category among 20 categories from the 20
Newsgroups corpus. Compared with the skewed category
distribution in the Reuters corpus, the 20 categories in the
20 Newsgroups corpus are uniform distribution.

3.2 Results and Discussion
Figure 1 and 2 depict the micro-averaged break-even point

performance on the Reuters and the 20 Newsgroups data
sets by using ten term weighting schemes at different num-
ber of features, respectively. To achieve high performance
in terms with break-even point, different number of vocab-
ularies is required for the two data sets; however, both of
the best break-even points are achieved by using our newly
presented scheme tf.rf . Furthermore, these term weighting
schemes have been shown consistent performance compared
with the others on the two different data sets. The trends
are distinctive that the tf.rf scheme has always been shown
significant better performance than others. It is clearly to
know that all the observations are supported by the follow-
ing McNemar’s significance tests.

4. CONCLUSIONS
Based on the experimental results, our conclusions are:

• Our newly presented tf.rf scheme shows significant
better performance than other schemes based on two

Figure 1: Results for the Reuters-21578 corpus

Figure 2: Results for the 20 Newsgroups corpus

widely-used data sets with different category distribu-
tions

• The schemes related with term frequency alone, such
as tf , logtf , ITF show rather good performance but
still worse than the tf.rf scheme

• The idf factor, taking the collection distribution into
consideration, does not improve or even decrease the
term’s discriminating power for text categorization

• The binary and tf.chi representations significantly un-
derperform the other term weighting schemes
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